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ABSTRACT: Supported by chl a satellite data in the North Atlantic (and phytoplankton division
rates computed from that data), the disturbance-recovery hypothesis for the initiation of phyto-
plankton blooms posits that the change in chl a concentration is proportional to the relative
change in the phytoplankton division rate. We used this hypothesis, introduced by Behrenfeld, as
a principal model assumption and constructed a non-autonomous ordinary differential equation
model for seasonally varying chl a concentrations. Our quantitative comparison between model
simulations and in situ measurements of chl a and primary production collected from a Swedish
fjord was 2-fold: first, using approximate Bayesian computations, we found distributions of values
for the 3 model parameters that best described the chl a data. Then, we validated our model by
comparing the simulated (not fitted) division rate to the division rate determined from the data.
Our minimalistic model was able to capture (1) the yearly trend in the chl a concentration, (2) the
pattern of growth and decline in the phytoplankton division rate, and (3) the decreasing trend in
the relative change of the division rate exhibited in the data for several individual years. More-
over, the modeling efficiency was positive (between 0.3 and 0.9 with an average of 0.63) for all
11 yr included in this study. We conclude that the change in chl a concentration being proportional
to the relative change in the division rate is a possible explanation for the bloom dynamics in the
Gullmar fjord. In addition, our work provides a simple and empirically based differential equation
for representing yearly dynamics of primary production, e.g. for generating ecological hypotheses
using models of other trophic levels.
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1. INTRODUCTION

A shared view of the governing environmental
mechanisms that initiate a phytoplankton bloom is
lacking. On the one hand, a bloom is considered to
initiate when the mixed layer depth shoals after deep
winter mixing and exceeds a critical value, at which
the mixed-layer-integrated phytoplankton respira-
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tion equals that of production (Sverdrup 1953). This
‘critical depth hypothesis’ has been widely tested
against data (Sathyendranath et al. 2015), with both
consistent (Obata et al. 1996, Siegel et al. 2002) and
inconsistent (Obata et al. 1996, Backhaus et al. 2003,
Behrenfeld 2010) empirical evidence. To account for
blooms that are observed before stratification of the
water masses (Townsend et al. 1992, Ellertsen 1993),
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the ‘critical turbulence hypothesis' relates bloom ini-
tiation to a critical level of turbulent diffusivity (Huis-
man et al. 1999, Taylor & Ferrari 2011). On the other
hand, analyses of satellite data (McClain 2009) and in
situ measurements suggest that phytoplankton bio-
mass integrated over the water column can start accu-
mulating during the deepest mixing depth (Behrenfeld
2010, Boss & Behrenfeld 2010, Behrenfeld et al. 2013).
These observations have led to the 'disturbance-
recovery hypothesis’ (Behrenfeld et al. 2013), which
suggests that a bloom initiates when deep winter
mixing has decoupled the ecological interactions by
diluting the grazer population to such a low concen-
tration that allows for the phytoplankton concentra-
tion in the mixed layer to increase (Behrenfeld 2014).
In this work, we aim to increase the current under-
standing of the initiation and shape of phytoplankton
blooms by using previous data analyses (that led to
the disturbance-recovery hypothesis) to construct an
empirically based mathematical representation for
seasonally varying chlorophyll concentrations.

Previous studies (Evans & Parslow 1985, Behren-
feld & Boss 2014) suggest that under equilibrium
conditions (i.e. when the mixed-layer-integrated
phytoplankton production equals that of losses), the
rate of change of biomass depends on the current
division rate. However, as has been demonstrated
by in situ iron experiments, the increase in phyto-
plankton concentration in these artificially gener-
ated blooms is due to a sudden increase (from a
low value) in phytoplankton division rate, which is
rapidly caught by increased encounter rates with
the grazers of phytoplankton (Coale et al. 1996,
Tsuda et al. 2003, Boyd et al. 2004, 2000). Conse-
quently, the period of rapid growth of phytoplank-
ton ends before nutrients become limiting because
of the ecological feedback from the predators of
phytoplankton. In contrast to such strong top-down
regulation, the continuous rise in phytoplankton
division rate due to gradually improving spring
environmental conditions is a key factor in naturally
occurring phytoplankton blooms with high peak
concentrations (Evans & Parslow 1985, Behrenfeld
& Boss 2014). Therefore, the increasing (decreasing)
phytoplankton concentrations would be better
explained by accelerating (decelerating) division
rates than by high division rates (Behrenfeld 2014).
Moreover, this principle would not be specific to a
certain location but rather would apply to phyto-
plankton blooms globally (Behrenfeld 2014).

In addition to conceptual modeling frameworks,
contrasting conclusions exist within the mathematical
models for bloom dynamics as concerns the impor-

tance of bottom-up and top-down (i.e. predation
by herbivorous plankton) regulation mechanisms.
Namely, mathematical modeling work suggests that
both bottom-up (Evans & Parslow 1985, Huppert et
al. 2002, 2005, Platt et al. 2009) and top-down (Evans
& Parslow 1985, Truscott & Brindley 1994, Scheffer et
al. 1997, van Nes & Scheffer 2004, Freund et al. 2006,
Dakos et al. 2009, Gao et al. 2009, Klausmeier 2010)
mechanisms regulate the onset of a plankton bloom.
These models and plankton functional type models
are built from first principles for the change of nutri-
ents, phytoplankton, and zooplankton populations,
and they qualitatively reproduce (e.g. when com-
pared to data by eyeballing) annual/interannual pat-
terns seen in the bloom data, including the latitudinal
gradient (i.e. in temperate zones, there is a spring
and an autumn bloom each year, whereas only one
bloom appears in spring in the Arctic; Cushing 1959).
However, in such models, the parameter space
quickly becomes very large, which makes parameter
fitting challenging, if not impossible. In addition, a
survey of complex biogeochemical models shows
that there is a great deal of variability in the mathe-
matical representation of physiological processes
and characterizations of different types of plankton
groups (Shimoda & Arhonditsis 2016). As a result,
including complexity in the models in small steps, the
need for general theory, and an interdisciplinary ap-
proach have been suggested as next steps towards
better models for phytoplankton blooms (Behren-
feld & Boss 2014, Fischer et al. 2014, Shimoda &
Arhonditsis 2016).

Here, we contribute to the development of models
for phytoplankton blooms with predictive power by
trading off detailed model construction from physio-
logical principles for a sparse parameter space (i.e. 3-
dimensional). We have chosen a parsimonious ap-
proach in order to maximize our understanding of
the model behavior, minimize the number of para-
meters, and to be able to quantify the agreement
between model simulations and data. A quantitative
comparison to data has been previously done by
Ardyna et al. (2014), where a bloom was described
with a Gaussian function. Similarly, we use a general
function (the sine function) to represent seasonal
changes in the phytoplankton division rate. How-
ever, in contrast to Ardyna et al. (2014), our model for
phytoplankton concentration incorporates the distur-
bance-recovery hypothesis as the principal model
assumption for the dependency between the division
rate and chlorophyll a (chl a) concentration. Thus,
and as suggested by the North Atlantic satellite data
(Behrenfeld et al. 2013, Behrenfeld 2014, Behrenfeld



Piltz et al.: Minimalistic model for bloom dynamics 65

& Boss 2014), we assume that because of the ecolog-
ical feedback (i.e. changes in grazing, viral attack,
and other losses proportional to changes in phyto-
plankton division rates), the rate of change of phyto-
plankton concentration is not proportional to the cell
division rate but rather to the relative change in the
cell division rate. To test the hypothesis as a sug-
gested general mechanism for phytoplankton bloom
initiation, we incorporated a quantitative comparison
of the model simulations to chlorophyll and division
rate (computed from the primary production) data
collected in situ and published previously in Tiselius
et al. (2016) from the Swedish west coast.

2. METHODS

In the following, we use the terms ‘phytoplankton
population’ (p) and ‘chlorophyll concentration’ (chl)
interchangeably, because the data we had access to
contains measurements of the latter, while the math-
ematical model we constructed is not limited and can
also be used to describe the dynamics of the former.
We also had access to measurements of primary pro-
duction from which we computed the phytoplankton
division rate.

2.1. The model

2.1.1. Empirically based, non-autonomous differential
equation model for p

Investigations of satellite data collected from the
subarctic Atlantic Ocean (SeaWiFS; https://oceancolor.
gsfc.nasa.gov/) suggest that the rate of change in the
chlorophyll concentration, Achl/At, changes in pro-
portion to the relative change, A, rather than the
absolute change in division rate (see Fig. 3 in
Behrenfeld 2014). In addition, during the subarctic
Atlantic bloom, the rate of biomass accumulation is
uncorrelated with the division rate (see Fig. 3 in
Behrenfeld & Boss 2014). Considering change in
chlorophyll as a change in the natural logarithm of
measured chlorophyll (see caption for Fig. 3 in
Behrenfeld 2014), and assuming that the relative
change in the division rate can be computed as the
average of 2 consecutive measurements (see Eq. 1 in
Behrenfeld 2014), the conclusion of the data analysis
in Behrenfeld (2014) can be written as:

Alnchl _ _ 2ui) - p(t-8)] )
At L) + (e - 8)

where At = 8 d is the resolution of the satellite data
and i (t) is the division rate at time t. In these studies,
the chlorophyll data was obtained using satellite-
based data sensor to detect surface chlorophyll
(SeaWiFS; https://oceancolor.gsfc.nasa.gov/). The di-
vision rate is then computed from the chlorophyll
measurements using the ‘vertically generalized pro-
ductivity model’ (Behrenfeld & Falkowski 1997).

To investigate the hypothesis that the rate of
change of phytoplankton concentration is propor-
tional to the relative change in the cell division rate,
we used the disturbance-recovery hypothesis as our
model assumption and constructed a non-autonomous
ordinary differential equation describing the dynam-
ics of phytoplankton blooms. In continuous time, the
empirical observation that the rate of change in the
logarithm of chlorophyll concentration, dlnp/dt, is
proportional to the relative change in phytoplankton
division rate, Ap(t), reported in Behrenfeld (2014) and
shown in Eq. (1), is written as follows:

dlnp
dt

o< Ap(t) (2)

Assuming a proportionality constant o, this yields the
following equation:

dlnp

Tl @3)

Using logarithmic differentiation; that is, dlnp/dt =
(1/p)(dp/dt), and rearranging, we obtain our non-
autonomous differential equation model for p:

dp

E=p=0€Au(t)p (4)

2.1.2. Division rate, p(t), and the relative change
of division rate, Au(t)

The novelty and inner workings of the model in
Eq. (4) are found in p(¢) in the following way: to ac-
count for seasonally changing environmental condi-
tions, we represent L1(f) with a sine function:

u(t) = Aft +sin[£f(t + )]} )

where A is the difference between maximum and
minimum division rate (i.e. the amplitude of the sea-
sonal forcing) and fis the period of the oscillation. We
assumed seasonal changes in the division rate, and
therefore, used f = 2n / (365 d), i.e. the period of
the oscillation in the division rate is exactly 1 yr.
Parameter ¢ in Eq. (5) represents the day of the year
when the division rate exceeds (from below) half of
its maximum value during the year (i.e. the phase
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shift of the oscillation). Thus, the peak of the division
rate occurs a quarter of a year later than the ¢'th day
of the year.

We followed Behrenfeld (2014) and assumed that
Au(t) can be computed as an average of the division
rate at time ¢ and an earlier time point. In Behrenfeld
(2014), the time difference between these points is 8 d,
which is the time difference between consecutive sat-
ellite measurements. However, here we considered a
continuous-time system based on the results reported
in Behrenfeld (2014), and therefore, we denoted the
time difference between 2 consecutive points with a
time offset, t. As a result, Au(t) is computed as:

wO) -t —7) _ 2{sin[f(t +¢)] - sin[f(t — T+ )]}

AT = ue =D ~ 2+ sin[f(+0)]+ sinlf(L— T+ 0)]
2

(6)

Note that Ap(t) givenin Eq. (6) does not depend on the
difference between the maximum and minimum divi-
sion rate within a year (i.e. A). In addition, whent =0,
Au(t) = 0/{2 + 2sin[f(t + ¢)]} = 0 and our minimalistic
model (Eq. 4) predicts an equilibrium chl throughout
the year at the chlorophyll density in the beginning of
the year, i.e. at the initial value, p(0). Furthermore, for
f=2n/365 and a given ¢ and 7, Au(t) in Eq. (6) has a
period of 365 d (i.e. Al repeats itself every 365 d).
Therefore, the model prediction for chl which is a
solution to Eq. (4) is also 365-periodic. Model vari-
ables and parameters are shown in Table 1.

We did not find a closed solution p(f) to the differ-
ential equation in Eq. (4). In the following section,
Eq. (4) was simulated numerically. More specifically,
we compared a model simulation of chl at a given
day of the year to in situ measurements of chl a con-

centration at the same day and quantified the differ-
ence (by computing the straight-line distance) be-
tween the 2. We then used in situ data for primary
production (collected at the same time as the chloro-
phyll data) to first compute the division rate, and
then to investigate how well our model, which was
fitted to the chl a data (but not to the division rate
data), reproduced the patterns exhibited in the divi-
sion rate data.

2.1.3. Preliminary model simulations

As an initial test of our minimalistic model, we
solved Eq. (4) numerically to simulate the model with
an arbitrarily chosen parameter set and thereby com-
pare model predictions qualitatively to the results of
the data analysis reported in Behrenfeld (2014).
Indeed, an example simulation of our phytoplankton
model reproduced characteristics of phytoplankton
blooms, such as: (1) the beginning of the bloom and
an increase in phytoplankton population do not nec-
essarily coincide; (2) the phytoplankton population
can increase despite the fact that the division rate is
decreasing; and (3) the phytoplankton concentration
remains low even though Au(f) is strongly negative;
all observed in the satellite data from the subarctic
Atlantic and described in (Behrenfeld 2014) (Fig. 1).
To investigate whether these results agreed quanti-
tatively with a different data set, and to infer model
parameters, we used the algorithm developed by
Beaumont et al. (2009). In doing so, we quantified the
difference between simulations of our model and
data from a Swedish fjord.

Table 1. Model variables and parameters with their values, units, and biological explanation

Name Description/value Units Explanation

t Independent variable d Time

p(t) Compared to the data mg m™3 Chlorophyll concentration at time ¢

p(0) Fitted to the data mg m™ Chlorophyll concentration at time t =0

() Validated with the data mg C m~2d! Phytoplankton division rate at time ¢

Ap(t) Validated with the data Dimensionless Relative change in the phytoplankton division rate

[0} Fitted to the data d Number of days after the first day of the year when half of the
maximum division rate is exceeded from below

o Fitted to the data at Coefficient of proportionality, i.e. denoting the amount to which
chlorophyll concentration is proportional to the accelerating/
decelerating division rates

T Fitted to the data d Amount of time before t that is used in the computation of the
relative change in division rate (see Eq. 6), i.e. determines the
width of the time offset to which the rate of change of chlorophyll
concentration is proportional

f 2n/365 da Period of the oscillation in phytoplankton division rate
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Fig. 1. Preliminary model simulations. Solid lines: numerical solution to the model equation p = aAup (Eq. 4) for the chl a con-

centration p (in mg m~); dashed lines: phytoplankton division rate u(f) (in mg C m=2d™!) (Eq. 5); dash-dotted lines: relative

change in the phytoplankton division rate Au(t) (dimensionless) (Eq. 6), using an example parameter set (a) (t,0,¢,p[0]) = (330,
0.015,-90,1) and (b) (t,0,¢,p[0]) = (7#1,0.15,-180,1). See section 2.1.3 for model behavior at arrow locations 1, 2 and 3

2.2. Gullmar fjord data

To test our model, the principal assumption of
which is based on the satellite observations from the
subarctic Atlantic (Behrenfeld 2014), we compared
model simulations to in situ measurements collected
from the Gullmar fjord (in the Slaggo time series) and
previously reported in (Tiselius et al. 2016). The Gull-
mar fjord is located on the southwest coast of Sweden
where the Skagerrak strait connects the North Sea
and the sea areas leading to the Baltic Sea. The fjord
has a surface area of 536 km? and a maximum depth
of 120 m. The surface water in the mouth of the fjord
is a mixture of local runoff and water currents in the
area, such as low-saline water from the Baltic Sea
and saline water from the North Sea. As a result, the
salinity of the fjord may vary significantly. We had
access to time series, which consisted of biweekly in
situ measurements of primary production collected at
the mouth of the fjord (68°N, 11°E) since 1985. Gull-
mar fjord is a marine reserve and the mouth is con-
sidered a good representative of the open-sea eco-
systems in the area. It has no major local sources of
sewage, but receives large-scale pollution from the
seas in northern Europe and Sweden (Lindahl et al.
2009). Similar to the data set from the subarctic
Atlantic (Behrenfeld & Boss 2014), the highest pri-
mary production rate in the Gullmar fjord shows no
relation to the phytoplankton biomass (Tiselius et al.
2016). In addition, the coastal ecosystem in the fjord
(which is categorized as having an intermediate level
of productivity) was shown to display top-down re-
gulation by zooplankton on a seasonal scale (Tiselius
et al. 2016).

In our comparison between model simulations in
Section 3, we used the data for primary production
(mg C m™2 d7') and chl a (mg m™®) reported previ-
ously in Tiselius et al. (2016). Primary production
was measured using the *C-technique for each
sample that was collected at depths O, 1, 2, 3, 4, 6, 8,
and 10 m. These samples were then incubated in
glass bottles for 4 h, and carbon uptake was trans-
formed into daily production by the light factor
method (Tiselius et al. 2016). The data are the aver-
age of these 8 bottles. We also included the amount
of chl a extracted from a 100 ml filtered water sample
and the average of these measurements from depths
of 1-10 m. To compute the division rate from the
primary production data, we divided each primary
production measurement by the same-day measure-
ment for chl a, which we first multiplied by 40 mg
(using the 1:40 chlorophyll to carbon ratio) and 10 m
(because the data represent the average for depths
0-10 m). We limited our study to 11 yr between 1993
and 2012, to years where the Gullmar fjord data set
had no missing data between consecutive measure-
ments and both chl a and primary production were
measured on the same day (i.e. 1995, 1997, 1998,
2000, 2004, 2005, 2007, 2008, 2009, 2011, 2012).

2.3. Parameter-fitting using approximate
Bayesian computation

Approximate Bayesian computation is a set of
methods for approximate Bayesian inference which
can be used whenever sampling from the model is
possible. We investigated the problem of fitting the
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parameters of Eq. (4) to the Gullmar fjord data (see
Section 2.2) through Bayesian inference. More specif-
ically, we made an implementation in MATLAB of
an existing algorithm for approximate Bayesian com-
putation (ABC) combined with a population Monte
Carlo (PMC) method introduced by Beaumont et al.
(2009). In contrast to, e.g. least-squares fitting, Bayes-
ian inference allows one to study the results from the
posterior parameter distribution rather than just a
single value that gives the best fit as a result of an
optimization method. Bayesian inference is well-suited
for complex problems in ecology (Clark 2005, Beau-
mont 2010), and it has been previously used in aquatic
ecology to estimate parameters and the accuracy of
models describing open sea microbial food webs
(Lignell et al. 2013) or to predict the impact of biogeo-
chemical cycles and excess nutrients on water quality
(Zhang & Arhonditsis 2008). For an introduction to
Bayesian approaches and their use in evolution and
ecology, seeBeaumont (2010). For a detailed descrip-
tion of the PMC ABC method that we used to fit
parameters to data, see Beaumont et al. (2009, p. 987).

Let us consider a model simulation for the chloro-
phyll concentration at a given time ¢, that is, the solu-
tion to Eq. (4) with an initial value p(0), which we can
denote by x(to,t,0). In addition, we represent the
available measurement data on chlorophyll concen-
tration with a vector x. As described in Section 2.2,
the data were measured approximately biweekly,
that is, at time instances t;, where i denotes the day of
the measurement. Thus, excluding any measurement
errors, the underlying assumption in our parameter-
fitting procedure was that the data would be repre-
sented by a set of model simulations for time in-
stances {; i.e. by x;=x(t;;0,7,0), for some unknown, true
parameter values. To account for the presence of
measurement errors, we incorporated normally dis-
tributed noise in our model simulation. We denoted
the standard deviation of the measurement noise with
¢ (and because we did not know the variance of meas-
urement errors in advance, we incorporated the esti-
mation of ¢ in the parameter-fitting procedure). Thus,
for given parameter values (0,7,9,0), the model simu-
lation (i.e. x*)is described for each datapoint (i.e. ele-
ment-wise) as normally distributed with a mean equal
to the solution of the differential equation model in
Eq. (4) and variance 6% i.e. x;* ~N [x(t;0.T,9),69)].

2.3.1. Prior distributions for ¢, o, ¢, p(0), and t

We assumed that the estimated parameters are
mutually independent and have known, finite lower

and upper bounds. In the Bayesian framework, this
information is described by independent uniform
probability densities. Consequently, we choose the
upper bound for the standard deviation of the meas-
urement noise to be 6 =0.1; i.e. 6 ~U(0,0.1). Regard-
ing the proportionality coefficient oo (which can be
considered as the intrinsic phytoplankton growth
rate, and which we therefore assumed to be always
positive), we chose 5 d~! as the upper bound for o; i.e.
o ~U(0,5). We chose this upper bound for o by run-
ning several test simulations which showed that
larger values of o do not decrease the discrepancy
between the model simulation and chl a data.

In the case of ¢, we studied the division rate in the
Gullmar fjord data set in order to determine the
lower and upper bounds for the prior distribution of
0. Thus, we chose the upper and lower bounds for the
date when half of the maximum division rate is
exceeded from below (i.e. the division rate continues
increasing) for each year individually. After investi-
gating when the peak division rate was measured in
each year, we assumed that this day occured before
or on the 60-200™ day after the first measurement;
e.g. ¢ ~U(0,-120). Similarly, we used the first meas-
urement of chl a in each year as a guideline when
choosing an upper and lower limit for the initial value
p(0); e.g. p(0) ~U(0,5). For upper and lower limits of
the uniform prior distributions for ¢ and p(0) in the
case of each individual year included in the data
comparison (see Fig. 2), see maximum and minimum
values of the horizontal axis in the third (for ¢) and
fourth (for p[0]) subpanels of each panel in Fig. A1l in
the Appendix. We assumed that 1, which is used in
the computation for Au(f) in Eq. (6), can be of any
length between 0 and 14 d; i.e. T ~U(0,14). We chose
such an upper bound for 7 in order to restrict our-
selves to biologically relevant values. However, in
order to illustrate how the results of the PMC ABC fit-
ting changed with prior distributions of 1, we
included 2 example cases (see Fig. 2, years 1998 and
2008) where the upper and lower bounds for T were
different, i.e. T ~U(200,365) and t ~U(0,365).

2.3.2. Distance between a model simulation
and the data

As a measure of discrepancy between a model sim-
ulation and the data for the chlorophyll concentration,
we employed the Euclidian (i.e. straight-line) distance
(d) between a model trajectory (x*) and data (x):

2

o (X%
dx 'x)_N(|x‘| |x|) )
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To follow the PMC ABC algorithm, we then deter-
mined a decreasing sequence of tolerance thresholds
by setting the threshold of the subsequent iteration to
be either (1) the distance between the data and the
model simulation of the best 20 % quantile of the cur-
rent step or (2) equal to the tolerance threshold of the
current step (if the distance of the 20 % quantile was
larger than the current tolerance threshold). Based
on several test runs, we chose 20 000 as the initial tol-
erance level. Finally, to get an approximation of the
posterior, we iterated the PMC ABC algorithm 10
times to collect 10 000 candidate parameters (i.e. val-
ues for a, 1, 0, p[0], and o) at each iteration that yielded
a distance between the perturbed model simulation
and the data that was smaller than a given tolerance
threshold. For simulations with broad priors for 1, we
collected 30000 candidate parameters.

3. RESULTS

3.1. Parameter-fitting and comparison between
model simulations and chl a data

In Fig. 2, we compare the Gullmar fjord data on
chl a concentration with the chl a concentration that
we obtained as a numerical solution to the model
in Eq. (4) using results of the PMC ABC parameter-
fitting. To assess the agreement between the data
and the model, we report the distance (d in Eq. 7)
between the data points and the model simulation in
each panel. In addition, we evaluated the root mean
square error (RMSE) and modeling efficiency (MEF)
in order to understand how well our model predicted
the chl a concentration relative to the average of the
observations (Stow et al. 2009). MEF is an indicator
for how good a match there is between a simulation
of a (deterministic) model and data. It is nearly iden-
tical to the coefficient of determination, R?, which
measures the goodness-of-a-fit of a statistical model.
While R? has a lower limit of 0 (corresponding to the
conclusion that the best prediction for the data is the
observation average), MEF can also obtain negative
values. This is because the sum of squares of the
error between the model and the data may be
greater than the total sum of squares. Consequently,
a negative MEF value indicates that the (e.g. yearly)
observation average is in better agreement with the
data than the model simulation. While an MEF value
> 0 means that the model is a better model for the
data than the observation average, an MEF value
close to 1 means that there is a close match between
our model and the Gullmar fjord data.

Our model successfully captured the increasing
(e.g. in 2000) or decreasing (e.g. in 2004, 2009, 2011,
and 2012) trend in the chl a concentration towards
the end of the year. Based on the MEF value (between
0.34 and 0.9 with an average of 0.63; see Fig. 2), our
model has better performance than the observation
average for each of the 11 yrincluded in this study. In
particular in 1998, 2004, and 2009, there is a close
match (MEF above 0.7) between our model and Gull-
mar fjord data. In addition, for several of the years in
Fig. 2 (such as 1995 and 2007), there are data points
located both above and below the simulated chl a
concentration, which further supports our model as
an indicator of the yearly trend in chl a concentra-
tion. Interestingly, for some years, e.g. 2005, the
dynamics of the chl a concentration are best de-
scribed with a nearly flat curve.

For most years (i.e. 1997, 1998, 2004, 2005, 2008,
2009, 2011, 2012), the highest chl a concentration is
reached during spring. This is a time of the year
when, according to the disturbance-recovery hypo-
thesis, the ecological coupling between primary pro-
ducers and higher levels of the food chain is expected
to be weak due to deep winter mixing (Behrenfeld
2014). In 1998, and assuming that t can take any
value between 200 and 365 d, our model successfully
reproduces a high, late spring peak in chl a concen-
tration (Fig. 2c). However, if we limit the prior distri-
bution for 1 to between 0 and 14 d, the model predicts
a peak in the yearly trend during the same time
(Fig. 2f). For other years with a peak chl a concentra-
tion above 10 mg m=, including 1997, 2004, 2008,
2009, and 2012, there is a discrepancy between the
model simulation and the data during the peak chl a
concentration. However, even though by eyeballing
there seems to be a larger discrepancy between the
model and the data in 2012 than in 1998, the com-
puted distance between the model simulation and
the data is in fact smaller in 2012 than in 1998,
emphasizing the importance of quantitative rather
than qualitative comparison between a model simu-
lation and the data.

Regarding the results of the PMC ABC parameter-
fitting, the maximum likelihood estimates for 1 that
we used in our model simulations in Fig. 2 (see red
bars in top subpanels in each panel in Fig. A1) are
concentrated on small values (except for the years
when the prior distribution for T has a greater upper
bound than 14; i.e. 1998 and 2008). Similarly, our
parameter-fitting suggests that a small value (i.e. <1)
of the coefficient of proportionality oo would best fit
the data (see red bars in second subpanels in each
panel in Fig. Al).
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Fig. 2. Comparison between Gullmar fjord data (Tiselius et al. 2016) and the model (i.e. numerical solution to the model in Eq. 4).

Blue asterisks: chl a concentration (average from depths 1-10 m) from time series data; red circles: simulated chl a concentra-
tion, p(t), for these same dates. Values given for distance, d (see Eq. 7), RMSE, and modeling efficiency (MEF) between the data
and model for each year. See Section 2.3 for methods. For the fitted parameter values, we used the maximum likelihood estimate
(for 1995, 1997, 1998 [small 1], 2000, 2004, 2005, 2007, 2009, 2011, 2012) and the estimate in the posterior distribution that yields
the minimum distance between the model and the data (for 1998 [large 1] and 2008). For precise parameter values and their lo-
cation in the posterior distribution, see numerical values and red bars in the corresponding panel in Fig. Al. Data points are

joined with dots/dashes for clarity
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3.2. Model validation with the division rate data

In addition to evaluating the goodness-of-fit by
computing the distance between the simulated and
measured chl a concentration for a given parameter
set (see Fig. 2), we assessed the performance of our
model in 2 additional ways: by computing the dis-
tance between a model simulation (obtained with the
same parameter values as in Fig. 2) (1) for the phyto-
plankton division rate and the data for the division
rate (Fig. 3) and (2) for Au(f) computed from the data
and that computed from the model simulation for the
division rate (Fig. 4). We compute p(t) from the data
as: Mgata = Prim.prodgaia /(chl @gata - 40 mg - 10 m).
Then, the relative change in the division rate data is:
Aftte = (M — Ry )/[(1e, + Ut,)/2], where t; and {, are con-
secutive measurement dates in the data and p,, and
U, are the data for the division rate (for the model
simulation for the division rate, p(t)) for these dates.
Thus, comparing our model simulation to the data on
division rate allows us to analyze our model further
as we carry out a validation similar to model forecast
skill assessment (see Olsen et al. 2016), because the
distance between the simulated and measured p(t)
is not included in our parameter-fitting in any way.
We note that the model simulation for p(t) is always
between 0 and 2 as a result of how we have formu-
lated the equation for p(f) using a sine function (see
Eq. 5). Interestingly, the data for p(¢) (computed from
the data for the primary production and chl a con-
centration by taking into account the 1:40 chloro-
phyll-to-carbon ratio and that the chl a data is an
average for depths 0-10 m; see Section 2.2) exceeds
2 d~! only in 4 of the 11 years (Fig. 3).

When fitted to the data on chl a concentration,
although the MEF is below average (negative) for all
11 yr, our model successfully mimics the seasonal
trend in the phytoplankton division rate exhibited in
the data for a majority of the years shown in Fig. 3.
For example, the model reproduces the decreasing
trend in the division rate towards the end of the year
in 1995, 2004, 2005, 2007, 2008, 2009, 2011, and
2012. Furthermore, there is agreement between the
model and data as concerns a peak in the division
rate occurring towards the middle/end of summer in
1997 and 2000 (see Fig. 3). For these 2 years, Au(t) is
predicted (by the model) to change from negative to
positive in spring (i.e. 1997 and 2000 in Fig. 4). In
other years, the model successfully reproduces the
decreasing trend in Ap(f) towards the end of the year
(Fig. 4) as has also been observed in the Ap(t) com-
puted from the North Atlantic chl a data (see Fig. 3b
in Behrenfeld 2014).

4. DISCUSSION

To investigate if the disturbance-recovery hypo-
thesis can be used to explain the dynamics of primary
production, we constructed a non-autonomous ordi-
nary differential equation model for seasonal phyto-
plankton concentration. In contrast to comparing our
model qualitatively to data (e.g. determining by eye-
balling whether both a model simulation and the data
exhibit simultaneous growth/decline), we quantified
the agreement between model simulations and data
by computing the straight-line distance between
them. These quantitative comparisons between sim-
ulations of our model and in situ data (collected from
a different location from the location of the data on
which the principal model assumption is based) show
that although the model is not able to capture the
peak level of the yearly chl a concentration, there is
good agreement between the model and the data in
the seasonal trend in chl a concentration. More
specifically, for each year included in this study, the
MEEF is positive (average of 11 yr is 0.63), indicating
model performance from above average (0.34) to a
close match (0.9) between the model and the chl a
data. Furthermore, for several of the years included
in this study, our model reproduces the timing of the
peak in the division rate and the decreasing trend in
AL(f) exhibited in the data. Note that neither of these
quantities were considered in the fitting algorithm.
That is, the distance between the model simulation
and the data for these 2 quantities was not consid-
ered when finding the parameter values that yielded
good agreement between a model simulation and the
data for the chl a concentration.

By taking a minimalistic modeling approach (in
which we based our model on the results of previous
data analyses instead of e.g. constructing equations
for each predator—prey interaction pair) and assuming
that there is only 1 bloom yr~', the parameter space of
our model is sparse. Indeed, it has one less parameter
to be fitted than previous mathematical representa-
tions for the phytoplankton growth used in Evans &
Parslow (1985) or Huppert et al. (2005), and it does not
include depth of the water column as an independent
variable as in Huisman et al. (1999). As a result, the
model is fast to compute, it can be incorporated into a
model with time as the only independent variable, and
interannual noise can be easily added for generating a
representation of the phytoplankton biomass for sev-
eral years in a row. Thus, our empirically based model
that reproduces patterns seen in the Gullmar fjord
data can be easily incorporated into other models,
where a more realistic (than a step- or a Gaussian-
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Fig. 3. Model validation I: comparison between Gullmar fjord data (Tiselius et al. 2016) and the simulated division rate in
Eq. (5). Blue asterisks: division rate computed from the data for the chl a concentration and primary production (averages
from depths 1-10 m) in the time series data (see Section 3.2). Red circles: simulated division rate for these same dates. See

function) representation for the dynamics at the lower
levels of the food web is required for generating reli-
able ecological hypotheses e.g. for changes in popu-
lations at the higher levels of the food web.

The primary model assumption that the increasing
(decreasing) phytoplankton concentrations are better

Fig. 2 for further details

explained by accelerating (decelerating) division rates
than by high division rates is based on Behrenfeld
(2014). Indeed, our study shows that although this
model assumption comes from studies of North
Atlantic satellite data, the model is in an agreement
with in situ data collected from a fjord in the north
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Fig. 4. Model validation II: comparison between Gullmar fjord data (Tiselius et al. 2016) and the simulated relative change in

division rate in the time series data (see Section 3.2). Blue asteri

isks: relative change in division rate computed from the data

for the division rate in the time series data. Red circles: simulated relative change in the division rate for the same dates. See
Fig. 2 for further details

temperate zone. In addition, we have preliminary
simulations showing that the model agrees well with
satellite measurements collected from the Southern
Ocean. Therefore, we have reason to believe that the
model would work in not only the hypothesis' origi-
nal location, i.e. the North Atlantic, but also in other

oceanic regions. We note that the Gullmar fjord data
provides an excellent test for the disturbance-recov-
ery hypothesis for 2 main reasons: first, its location is
different from the location of the data used in the for-
mulation of the hypothesis. Second, the Gullmar fjord
data set includes both chl a measurements collected
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in situ (and not via satellite) and primary production
measurements collected in situ (and not computed
from the chlorophyll measurements). Thus, the Gull-
mar fjord data set is a strong test for the disturbance—
recovery hypothesis. Although more work with data
from different locations and with the other 2 prevail-
ing hypotheses is needed, we conclude that the
results of our work here provide some support for the
disturbance-recovery hypothesis as a global mecha-
nism for the initiation and development of phyto-
plankton blooms.

Regarding the other 2 prevailing (i.e. the critical
depth [Sverdrup 1953] and turbulence [Huisman et
al. 1999]) hypotheses for the initiation and develop-
ment of phytoplankton blooms, we have left a com-
parison between them and the disturbance-recovery
hypothesis for future work. First, this is because the
scope of our work here was to test the disturbance—
recovery hypothesis as a suggested mechanistic ex-
planation for phytoplankton blooms. The critical tur-
bulence hypothesis has been compared to the critical
depth hypothesis and also qualitatively (but not
quantitatively) to data by Huisman et al. (1999). Sec-
ond, there are questions about the suitability of exist-
ing data sets for a proper test of Sverdrup's critical
depth hypothesis (Franks 2015). A comparison be-
tween the 3 different hypotheses could help eluci-
date whether the mechanism by which a bloom is
induced and develops in a given location varies from
year to year.

For simplicity, we considered seasonal variation in
the phytoplankton division rate to have a period of
365 d. Consequently, a model simulation for the chl a
concentration cannot exhibit more than one peak
chl a concentration per year. Autumn peaks occur in
the Gullmar fjord data (Tiselius et al. 2016) and the
ability to exhibit more than 1 bloom per year is a gen-
eralization that we have left for future studies. In-
deed, bimodality is common in open oceans (Winder
& Cloern 2010) and in the Arctic Ocean as ice algae
bloom is followed by a pelagic bloom (Ji et al. 2013).
In several years considered in our study, our model
does not capture the strong spring blooms in the
Gullmar fjord during which the chl a concentration is
between 12 and 25 mg m™ in February-March. If
one considers the principal assumption of our model
as a representative for the forcing of the primary pro-
ducers due to interaction between the grazers, winter—
early spring is the time of the year when this inter-
action is expected to be small (Behrenfeld 2014).
Thereby, one can suspect that the time of the year
when there is poor agreement between the model
and the data coincides with the time of the year when

other factors, such as rapid and favorable changes in
temperature, light, or the mixed-layer depth, have a
stronger effect on the phytoplankton dynamics than
the interaction with grazers.

Furthermore, if Ap(t) is considered as a representa-
tive of the interaction with grazers, our study sug-
gests that the highest levels of the chl a concentration
coincide with the time when this forcing term has
reached its yearly minimum and is about to change
sign from negative to positive. For example, in 1997
and 2000, Au(t) changes sign from negative to posi-
tive in March-April, and as a result, the chl a concen-
tration is high during November. This is different
from the pattern observed in 2011, when Ap(f)
changed from negative to positive during December—
January and the chl a concentration decreased in
November.

We used a previously developed method based on
approximate Bayesian computation (Beaumont et al.
2009) to find model parameters that give a small dis-
tance between a model simulation and the data on
chl a concentration. We determined the prior distri-
butions (for endpoints of these distributions, see end-
points of the x-axis in Fig. A1) for ¢ and p(0) by study-
ing the data for each individual year included in our
study. Our choice for the endpoints of the prior distri-
butions for ¢ and o are arbitrary. Regarding o, the
prior distribution can reflect the error estimates for the
chl a measurements (which we did not have). For «,
our choice for the maximum possible value (o = 5)
seems to be large enough (for our other choices of
priors), because the posterior distributions for o are
concentrated on smaller values for each year (Fig. A1l).

Our model’s sensitivity to parameters can be stud-
ied by looking at the posterior distributions (Fig. A1).
Given that we use a uniform prior (i.e. flat distribu-
tion between the maximum and minimum values
shown on the horizontal axis in each panel in Fig. A1)
for each of the parameters, we can conclude that the
model is not very sensitive to the phytoplankton con-
centration at p(0), o, or ¢. It is not surprising that the
model is sensitive to 1 (i.e. the posterior distributions
for T have high peaks; Fig. A1) which can be consid-
ered as the main parameter characterizing the shape
of the bloom (see below). In addition, the model
exhibits qualitatively different behavior for different
values of o, and our work here suggests that o < 1 for
each of the years included in this study.

As is shown in the preliminary simulations in Fig. 1,
our model can generate qualitatively different bloom
dynamics, for example, where Au exhibits either an
increasing (Fig. 1a) or a decreasing (Fig. 1b) yearly
trend. This is because of differences in t that defines
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the time window during which Ap(#) is computed.
Consequently, Tt can also be interpreted as a repre-
sentative of the events during t days in the past that
have an effect on the current division rate. Apart
from 2 example years (1998 and 2008), we assumed
in the comparisons between model and data that
such a 'memory’ in the division rate would not be
longer than 14 d. However, we note that this choice
of a prior distribution for T has an effect on the simu-
lation results. For example, a model simulation with a
large T and ¢ generates an excellent agreement be-
tween the model and the data for the high level of
chl a during late spring (Fig. 2c). However, the divi-
sion rate predicted by the model reaches its maxi-
mum in early winter (Fig. 3c). While this example
demonstrates the wide range of possible bloom
dynamics generated by our minimalistic model, it
also suggests that more work is required to deter-
mine biologically realistic upper and lower bounds
for the prior distribution of t. Here, we used 0 for the
lower bound because we did not find a good biologi-
cal justification for negative 7 (i.e. taking into account
the effect that future conditions have on the present
chl a concentration). For the upper bound, based on
our simulations with the model, a large 1 value often
resulted in a high peak bloom or suggested a peak
chl a concentration in the middle of the winter (e.g.
Fig. 2¢,i). Therefore, we suggest choosing a high
upper bound for 7 if the data set in question exhibits
a peak chl a concentration and if one can think of
physical or biological factors contributing to ‘long’
memory in the ecosystem in question.

5. CONCLUSIONS

In this work, we combined deterministic differen-
tial equation modeling (which in general can be used
to test suggested hypotheses for the inner workings
of biological processes) with in situ data on chl a con-
centration and primary production to contribute to-
wards an understanding of a general representation
for the dynamics of primary production. Here, the
hypothesis that we tested emphasized the influence
of grazing on phytoplankton population dynamics.
Our model reproduces the yearly trend in the chl a
concentration exhibited in the time series for several
years collected from the Gullmar fjord. In addition,
the model is capable of generating bloom dynamics
with a high level of chl a concentration during 1 mo,
followed by low levels of chl a during the rest of the
year (as exhibited in the chl a data for 1998). Further-
more, comparisons between model simulations and

in situ data for primary production show that, in the
case of several years considered here, the model not
only reproduces the seasonal pattern and timing of
the peak division rate but also captures the decreas-
ing trend in Au(t). As a result, our model, which
assumes that Ap(t) is proportional to the rate of
change in the phytoplankton concentration (as is
suggested by the disturbance-recovery hypothesis;
Behrenfeld et al. 2013), suggests a possible empiri-
cally based explanation for bloom dynamics. As a min-
imalistic mathematical representation for the dynam-
ics of the seasonal chl a concentration, our model can
be easily fitted to other data sets, and thereby consid-
ered as a simple (yet more realistic than a step-, sine-,
or Gaussian-function) representation of the dynamics
at the lower levels of the food web. We argue that our
model is important for the scientific community focus-
ing on the dynamics of phytoplankton blooms be-
cause it can be used to test whether the disturbance-
recovery hypothesis can explain the initiation and
development of phytoplankton blooms and in future
modeling studies in which a minimalistic representa-
tion of the seasonal unimodal primary production
patterns is needed, for example, for simulating and
predicting the dynamics of the predators of the pri-
mary producers.
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Appendix. Posterior and prior distributions of the model parameters
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Fig. Al. Posterior distributions of the model parameters for time offset, T, proportionality constant, o, and the day of the year
when the division rate exceeds (from below) half of its maximum value during the year, ¢, the simulated chl a concentration at
the beginning of the year, p(0), and the simulated measurement error, 6, accepted at the strictest tolerance level in the approx-
imate Bayesian computation (ABC) combined with population Monte Carlo (PMC) method (Beaumont et al. 2009) for each
year in the Gullmar fjord data we used to infer parameters of our model (see Eq. 4) in Fig. 2. For each year, we give the numer-
ical value of the parameter within each panel, and the red bar denotes the location of this value in the posterior distribution.
We use this parameter value in model simulations in the corresponding panel in Figs. 2—-4. Note that the value for t in 1998
(large 1) and p(0) in 2000 are included in the posterior. In these cases, the posterior has a long tail that is not visible when rep-
resented with a histogram of 100 bins as in this figure. For the prior distributions in the PMC ABC method, we use uniform
distributions between the maximum and minimum values shown on the horizontal axis in each subpanel
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