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Abstract: In May 2021, the Norwegian parliament voted unanimously to again require the use of 
two evaluators to assess all student work given a grade on the A-F scale in higher education. This 
revision of the law regulating higher education marks a return to a rule that had been rescinded 
with the Quality Reform of 2001, and has the potential to lead to a cascade of negative 
consequences for the quality of practices in higher education. We first provide an overview of the 
problem, and then offer practical, constructive, and evidence-based suggestions for how 
instructors can meet these requirements while still offering students opportunities to gain 
formative feedback, to engage in deep and meaningful learning, and be assessed in ways that are 
aligned with the intended learning outcomes of the course.  
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I think it will be twice as safe, although it will require more work. 
- Henrik Asheim, then-Minister of Research and Higher Education, 2020 
 
When the how’s of assessment preoccupy us, they tend to chase the why’s back into the 
shadows.  
-Alfie Kohn, 2006 
 
 

INTRODUCTION  

The aim of this paper is to offer some suggestions on how engaged and motivated instructors 
can meet the new requirement of two evaluators for all A-F grades in Norwegian higher 
education while still offering students opportunities to gain formative feedback, to engage in 
deep and meaningful learning, and be assessed in ways that are aligned with the intended 
learning outcomes of the course. Our goal is to be practical, concrete, constructive, and even 
inspirational. Before we offer alternatives, we provide an overview of the current problem in 
Norway, but the reader should note that our points and subsequent suggestions are relevant 
across higher education, as instructors grapple with the challenge of providing students with 
meaningful assessment without an excessive demand on instructor time. 
 



DOI: 10.5324/njsteme.v6i1.4873 

Nordic Journal of STEM Education, Vol. 6, No 1 (2022) 
 

42 

THE LEGAL BASIS 

The Quality Reform of 2001 (Regjeringen, 2001) intended to shift Norwegian higher education 
from being comprised of “exam-driven institutions” (Regjeringen, 2001) to having a greater 
focus on higher-level learning, constructive alignment between stated learning outcomes, 
learning activities and assessment (Biggs & Tang, 2010), and greater use of formative 
assessment. The government thus removed a requirement for two evaluators for every 
assessment of student learning and was explicit as to why: “new methods for teaching and 
assessment call for a change in the use of external evaluators (…) The introduction of more 
frequent assessments and feedback to students make it less appropriate to use external 
evaluators to evaluate all exams” (Regjeringen, 2001, p. 32). 

However, in May 2021, the Norwegian parliament voted unanimously to again require 
the use of two evaluators to assess all student work given a grade on the A-F scale in higher 
education. This revision of the law regulating higher education marks a return to a rule that had 
been rescinded with the Quality Reform. The two new sentences read (§3-9 (2), our 
translation): “There shall be at least two evaluators for all assessments where a grade scale of 
A-F is used. At least one of the evaluators shall be without involvement in that part of the 
education where the person will be an evaluator.” Although implementation was postponed by 
parliament in June 2022, this rule seems likely to become active law from August 2024. 

There is also a shift in how the law about assessment of student performance is 
described in the government’s description and interpretation. Formerly, the description of 
grade-setting was predicated on the need for “evaluative judgment” (skjønnsmessige 
vurderinger); now, the focus is on “students’ perception of fairness” (Regjeringen, 2021, p. 
48): “Such can two evaluators provide a more neutral and independent evaluation of the 
student’s performance. This can therefore increase the students’ legal security/right and 
contribute to students being able to feel more secure that the grade is correct.”  

 
THE TWO-EVALUATOR CHALLENGE 

The use of two evaluators is a long-standing tradition in Norwegian higher education. 
Colleagues (often the course instructor and an instructor from another institution) separately 
assign provisional grades and confer to make a final determination when their initial grades 
differ. This practice is also commonplace in the United Kingdom and to a degree in Australia, 
and in English is referred to as second marking, double marking, or (more generally) 
moderation or external examination (Beutel et al., 2016; Bloxham, 2009; Bloxham et al., 2016; 
Bloxham & Price, 2015; Smith, 2012). After the Quality Reform, the use of two evaluators 
remained mandatory for thesis work and oral exams, but became optional for other grading 
assessments. National student organizations lobbied for the new requirement, though some 
leaders in student politics have since changed position and argued for the law to be rescinded 
before it takes effect. And faculty value the opportunity to discuss grading with a peer, both 
because they feel it helps ensure fair grading, and because it opens up developmental 
conversations about education in the discipline. But that two evaluators may be a preferred 
choice does not justify it as a mandatory rule for all graded assessments imposed on the higher 
education sector, in the belief that two evaluators are always better than one. 
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 There are a number of reasons why we, and most of the institutional actors in our sector, 
argue against an absolute requirement for two evaluators. There are principled arguments 
anchored in autonomy – for institutions, departments and instructors to make pedagogical 
decisions about how they structure their educational offerings without government 
interference. There is some research evidence that evaluators regularly disagree and that two 
evaluators may provide a fairer assessment than one, but the effects are variable and depend on 
subject discipline (Rye, 2014, Bonsaksen et al., 2018). Then there are the arguments that posit 
that extensive use of two evaluators will drain resources away from research-based pedagogical 
practices in teaching and assessment. Because external evaluators in Norway are paid for their 
work, and because there are never enough of them available, a significant increase in their use 
will result in greatly increased costs to each department in time and money – without any 
increase in resources from the government to meet these expenses, and in fact in the face of 
significant budget cuts to higher education in 2022.  

This will lead to a cascade of negative consequences for the quality of educational 
practices. Teachers will use more hours for finding and guiding external evaluators, and 
evaluating and grading their students. They will use more time working outside of ordinary 
work hours as external evaluators for other institutions. They will have less time each semester 
for planning, teaching and giving ongoing feedback to their own students (Figure 1). More time 
set aside for grading means less time set aside for teaching and feedback activities, nudging 
higher education teaching practices towards: more lecture-format teaching with larger groups; 
fewer formative assessments and activities with feedback; less time for student-faculty 
interaction; and exams that emphasize simple questions to minimize disagreements between 
evaluators (Figure 2). Although possible, it is rare that simpler exam types are designed to 
assess learning at higher levels of cognitive complexity, which is what we care most about in 
higher education. Thus, we anticipate a dramatic reduction in the implementation of evidence-
based teaching approaches, and a regressive shift in pedagogical practices that significantly 
erodes two decades of development in Norwegian higher education. 
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Figure 1. Visualizing the problem. Likely effects on teacher time budgets if the new legal 
requirement of two external evaluators for all A-F exams is met with business-as-usual teaching 
practices. Critically, as we use more time for assessment outside of class, and assuming finite 
time for teaching-related activities, the loss of time to engage with students is palpable. Note 
that this effect will vary with different types of courses and assessments, with some activities 
associated with a dramatic increase in effort, whereas other will be less affected. 
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Figure 2. When two evaluators are required for every graded work, institutions may be 
tempted to sacrifice assessing higher-level thinking to save resources. This figure is a 
modified version of John Biggs’ Structure of the Observed Learning Outcome (SOLO) 
taxonomy. The purpose of the SOLO taxonomy is to categorize learning activities by degree 
of cognitive complexity. Though students must have lower-levels of knowledge in place to be 
competent in their discipline or profession (the uni-structural or multi-structural levels), in 
higher education we expect that most program and course learning outcomes will be at higher 
levels. John Biggs also argues that assessments should assess at these higher levels of 
complexity. Unfortunately, assessments that are quick and easy to grade, and simple to come 
to consensus on across evaluators, are more likely to fall in the low-complexity end of the 
SOLO taxonomy. 
 

In the rest of this paper, we offer an array of assessment strategies for maintaining 
educational quality given that the new law is likely to ‘steal’ time and resources away from 
formative teaching and learning activities, and more complex and sophisticated forms of end-
of-term summative assessment. Our approach is two-fold: (1) we argue first the benefit of 
increasing the use of pass/fail courses, before (2) we describe concrete assessment strategies 
for A-F graded courses. 
 

A general critique of grading: Why moving to pass/fail solutions can be a win 
 
The intention behind the new law is to ensure that students receive fair grades that accurately 
reflect their performance and, presumably, their learning. There is a significant body of 
literature that critiques grading on multiple grounds. We do not have time to engage these 
arguments in depth, but will name some of the most serious critiques: 
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• grades make teaching and learning transactional  (Stommel, 2020). They enhance 
students’ instrumental orientation to education, where the goal becomes to score high 
grades, and reduce their internally driven motivation to learn (Boud, 1990; Shepard et 
al., 2018b); 

• grades incentivize wrongly – including weighting the teacher’s judgment and control 
over the student’s growing capacity to make evaluative judgments about quality 
(Stommel 2020). They generate a preference for easier tasks, and nudge students 
towards shallow thinking, or ‘surface learning’ (Boud & Falchikov, 2006; Leenknecht 
et al., 2021; Shepard et al., 2018a, 2018b; Wiggins, 1991; Jørgensen & Bråten, 2019); 

• grades provide meagre feedback (Kohn, 1994); 
• grades don’t typically correspond well to learning (rather they correspond to how well 

students follow instructions) – and even when they adequately capture something 
related to predetermined learning outcomes, they don’t reflect the subjective,  
idiosyncratic nature of learning (Stommel, 2020);  

• grades reward competitiveness and disincentivize collaboration (White & Fantone, 
2010);  

• grades have inconsistent meanings – there are too many variables, biases and pitfalls 
for grades to ever be genuinely fair (Stommel, 2020).  
 
In contrast, a shift to pass/fail courses can lend itself to deeper learning, more 

intrinsically motivated students, more openness to collaboration, lower stress and anxiety, and 
reduced incentive for academic dishonesty (Bloodgood et al., 2009, Reed et al., 2011; Rohe et 
al., 2006; White & Fantone, 2010). In recognition of these benefits, the Law faculty at the 
University of Bergen recently transitioned to pass/fail courses for 36 of 60 credits (ETCS) in 
the first year of legal study. Medical education at the University of Oslo was entirely pass/fail 
from 1996 until 2014 (Frich et al., 2014). In addition, even in A-F graded courses, the existing 
course structure in Norwegian higher education encourages the use of pass/fail formative 
assessment (Dahl et al., 2009; Dahl, 2006) by formally separating the summative assessment 
(typically called a ‘course exam’, regardless of its form) from ‘obligatory assignments’ students 
must complete before they can sit for their exam. 

We do not want to dismiss entirely that there can be genuine arguments in favor of 
grades as well. For example, the introduction of grades in legal education in Norway was tied 
in large part to activism by organized students from farming families who struggled to break 
into government and the judiciary, where positions were dominated by the sons of the wealthy 
elite. Meritocracy is the core argument in favor of grades: that objective measures of 
performance can level the playing field for students from marginalized groups. The idea that 
grades actually serve meritocratic ends has also been critiqued, however, especially on the 
grounds that they do relatively little to resolve equity issues, also in Norwegian legal education 
(see Guinier, 2015; Hansen & Strømme, 2021; and Mijs, 2016 for discussion). In this paper we 
will suggest strategies for transitioning at least some courses in a study program to pass/fail. 
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TRANSFORMATIVE ASSESSMENT ALTERNATIVES IN PASS/FAIL COURSES 

 
Our first recommendation for Norwegian academics and institutions is to increase the use of 
pass/fail courses for pedagogical as well as practical reasons. The Norwegian system allows 
for courses to be offered on a pass/fail basis – the current limited use of pass/fail is due to 
institutional, instructor and student expectations rather than law or regulation. Pedagogically 
speaking, pass/fail courses vault over the critiques of grading and open up opportunities for 
engaging in the creation of knowledge products with learning rather than sorting as the central 
goal. Obligatory activities become the basis for assessing student learning and performance. In 
this short paper, we are not able to discuss course design in depth, but we wish to highlight 
several new opportunities as well as a few practical considerations in the process of 
transforming assessment from A-F grading to pass/fail. 

Making feedback meaningful, and possible: Research on assessment strongly suggests 
that meaningful feedback is critical to learning, that feedback should come quickly after 
performance, and that students should be asked to engage actively with feedback in order to 
‘close the feedback loop’ and ensure that feedback is not ignored (Biggs & Tang, 2010). For 
example, students benefit greatly from the opportunity to evaluate and address feedback, and 
revise their work – whether or not it will be graded – much like academics’ work often benefits 
from feedback from reviewers. Peer learning (see also peer assessment, peer feedback, peer 
review, and peer grading) is a well-tested pedagogical strategy (see, for example, Liu & Carless 
2006, Reinholtz 2016, Sadler & Good 2006). For example, at Cleveland Clinic Lerner College 
of Medicine, developing competencies rather than collecting grades is at the core of all 
assessments, and there is a strong focus on students’ developing a habit of growth from peer 
feedback (Altahawi et al., 2012; Dannefer, 2013). For peer review to work well, students need 
to develop metacognitive skills (the ability to think about their thinking and have awareness 
about their own level of understanding and their learning process). They need explicit guidance 
from the instructor and opportunities to practice. Thus, adding peer review to a course does 
demand some time, particularly in-class time for guiding students on how to evaluate and 
comment constructively on each other’s work. But peer-review can require much less instructor 
time than instructor feedback, which is difficult to find time for even in pass/fail courses. At a 
minimum, instructors can leverage peer assessment in ways that ultimately reduce the amount 
of material the instructor must evaluate to determine final grades (Aahlberg and Lorås 2018). 
We recommend Saundra McGuire’s work on teaching students how to learn (McGuire & 
McGuire, 2015), with its emphasis on strategies for meta-cognition and self-reflection that can 
be adopted for in-class peer-review.  

Group work: Many skills and general competencies that are in high demand in the world 
of work (e.g., creativity, interdisciplinarity, leadership, TNS Gallup, 2015; adaptability, 
entrepreneurship, OECD, 2018; communication, collaboration, Støren et al., 2019) are best 
developed through groupwork. Furthermore, students can often benefit from learning or 
teaching challenging content in groups of peers, because slightly-more-advanced novices can 
be better than experts at recognizing the cognitive challenges that confused novices face 
(Lockspeiser et al., 2008). In pass/fail courses, group work can be sophisticated and extensive, 
while concerns about free-riders are lessened in a lower-competition situation. The pedagogy 
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of Team-Based Learning (TBL) can be a useful approach; it is designed to avoid common 
pitfalls that often cause students to dislike groupwork, and can help instructors foster well-
functioning groups (e.g. Sibley & Ostafichuk, 2014, chapter 5).  

Creating lasting products: As students do not leave a pass/fail course with a grade, what 
do they leave with? Although learning is clearly the central goal, there are also opportunities 
for designing assignments that can serve as lasting products: authentic assessments that 
students can showcase for future employers (such as a digital portfolio, a video, a website, a 
conference-style poster as well as the more traditional research paper or essay). Authentic 
assessments are ones where the assessment situation mimics the true performance situation 
(Wiggins, 1991) — that is to say: how might the students put the knowledge and skills they 
have gained into practice in a future workplace? Examples of authentic assessment vary by 
discipline, and could include: writing a lab report based on the student’s own inquiry 
experience, developing a public-service announcement that distills contemporary knowledge 
about a health issue, critically evaluating an expert report, or making a video review of an art 
installation.  

Imagine transforming an entire educational degree: at the end of a Bachelor degree, 
instead of having a transcript with opaque grades (what do they really mean? What did the 
students have to do to earn them?), students have a digital portfolio of meaningful lasting 
products they developed in their courses. This sounds radical, and perhaps it is, but might be a 
logical next step given how higher education is being offered in ever more disciplines (nursing, 
daycare teacher) where classical, theoretical understanding is balanced by practical skills or 
where employers in the new knowledge economy desire to hire for both knowledge and 
creativity. 
 What does a “pass” mean? A grade of pass should represent a meaningful degree of 
competence in relation to course learning outcomes; how high one sets a pass standard can vary 
by course but must be consistent within a given course. Passing a course does not need to mean 
students can just barely scrape through; for life-critical skills such as brain surgery or operating 
a nuclear power plant, the threshold for pass should probably correspond to an A. Rather, we 
can think that passing a course suggests that we are certifying that students have adequately 
met the learning outcomes. Pass can mean different things in different contexts, just like letter 
grades already do; we don’t expect 1st year BA students to be able to do 1st year MA-level 
work, but they can still earn As in the first year, which means not all As have the same meaning. 
Ideally, and especially when we set high standards for passing pass/fail courses, students should 
be able to revise and redo (one, or some) assignments, and courses should be designed such 
that weak understanding the first time a student works with new knowledge doesn’t torpedo 
their performance in the entire course. Note that under Norwegian law regulating higher 
education, pass/fail work is not anchored to letter grades. To tell students “you need to produce 
C-level work to pass this course” is not a useful way to ‘ungrade’ in any case; instead, we need 
to describe criteria for passing in a meaningful way. Read about specifications grading below 
for inspiration.  

Study program design and pass/fail courses: It is critical to think about assessment 
design across a whole study program, both to ensure meaningful learning experiences and due 
to the incentive structure that A-F grades carry with them. If students take parallel courses with 
a mix of pass/fail and A-F grading, they will be incentivized to prioritize the A-F courses, to 
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the detriment of learning in the pass/fail courses. Further, it is worth reflecting on at what point 
in a study program’s trajectory it is meaningful (even fair) to assign letter grades. Imagine, for 
example, on the bachelor level, that the first two years were fully pass/fail – with solid 
structures for feedback and ‘closing the feedback loop’ – and the third year courses all received 
A-F grades. In this model, students do not receive letter grades at early points when their 
individual academic maturity is likely to have high variability. However, by the third year they 
are expected to have reached a level of academic performance that is a fair reflection of their 
knowledge, skills and competences as they are closer to completion of a degree. Reducing the 
number of courses in a study program that are graded on an A-F scale also reduces the number 
of evaluators across the study program as a whole. Because time and availability of academics 
to act as evaluators is limited, freeing up time early in a study program allows for a reallocation 
of resources towards teaching activities and formative assessment with feedback, and also 
towards the fewer letter-graded courses in the latter semesters of the program. 

Finally, we need to accept that part of our job (already) is handling student expectations 
about how we teach and how they learn. Students expect grades, and many have internalized 
grades as a reflection of their self-worth. Academics who have let go of grading describe that 
at first students feel uncomfortable in an academic landscape where their familiar currency has 
been removed, but that through ongoing discussions of the benefits of going gradeless and by 
helping students manage their own expectations, many students come to value and even prefer 
the grade-free approach (e.g., Altahawi et al., 2012).  
 
How can I reduce the assessment workload in my graded course? 
What if you wish to, or are required to, retain an A-F grading scale in your course? Here, we 
offer assessment strategies for course design that aim to give students both meaningful learning 
activities, feedback, and grading, without pulling all course resources towards grading. Our 
suggestions range from improving very familiar assessment forms to adopting assessment 
forms radically different from today’s typical practices in Norway. Most of our suggestions 
build on the use of obligatory pass/fail assignments on the road towards a summative 
assessment graded on the A-F scale; others don’t stipulate obligatory assignments, but we 
recommend them nonetheless. Note that the principles we presented for pass/fail courses, such 
as using peer review for feedback, having students close the feedback loop, designing authentic 
assessments, and using groupwork, are also important in graded courses, though may need to 
be scaled differently to save time and resources for grading. Furthermore, all of the approaches 
we suggest can be used without grades in a pass/fail course. In Table 1 we give an overview of 
our suggested strategies, which are detailed further below. We realize Table 1 is incomplete, 
but represents a range of options designed to allow for evidence-based assessment without 
imposing an onerous burden on instructor time.  
 
 
Table 1. For teachers: transform A-F grading to use less time and fewer resources. All of these 
strategies can also be used in a pass/fail course.  
Strategy Example Key elements of course design 
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Auto-scoring Multiple choice Simplest to grade; however, this has many pitfalls, 
primarily that good MCQs, MTFQs etc. can be 
difficult to write. 

Less material 
to grade 

Compact 
portfolio & other 
compact 
assessments 

The graded part of the portfolio becomes 
significantly slimmer; Multiple obligatory pass/fail 
tasks, and only a slender but meaningful final 
summative product for A-F grading. 

Fewer items to 
grade 

Team-based 
learning 

This is a highly structured pedagogical approach 
designed to disarm the negative sides of 
dysfunctional groups and unleash the power of 
teamwork.  

Here-and-now 
grading 

Oral exams Oral examination might actually save time. The 
break-even point can be as high as 80-100 students. 

Radically 
‘ungrading’ 
within A-F 
scale 

Competency-
based 
approaches  

More radical restructuring of assessment practices, 
such as specifications grading.  

 
 
Auto-scoring assessment options 
There are several possible options for auto-scoring student work, of which multiple-choice 
questions are the most popular. Because MCQs can be scored by computer, the role of the 
second evaluator here will likely be in ensuring quality, fit, and appropriateness of the 
assessment tasks or questions. MCQ exams have rightfully earned a bad reputation (Martinez, 
1999; Masters et al., 2001; Stanger-Hall, 2012), because they typically test low levels of 
cognitive complexity in Bigg’s or Bloom’s taxonomies (see Fig. 1) (Melovitz Vasan et al., 
2018; Momsen et al., 2010; Simkin & Kuechler, 2005). However, writing good MCQs that 
make use of higher cognitive levels is a skill that can be learned (Collins, 2006; Crowe et al., 
2008; Kim et al., 2012). At the same time, it is worth noting that writing good MCQs is both 
time-consuming and difficult, and may only be worthwhile if you can reuse them, which means 
ensuring your questions won’t find their way onto the internet. Furthermore, constrained-
choice tests lack authenticity, as the task of filling in bubbles from an array of predetermined 
options in a high-stress timed situation is typically very unlike the complex skills of our 
disciplines and students’ future jobs (Boud & Falchikov, 2006; Wiggins, 1991).  
 Multiple true/false questions (MTFQs) are a more sophisticated type of true/false 
questioning in which students evaluate each possible answer as true or false (Brassil and Couch 
2019, Couch et al 2018). Although still subject to the same “inauthentic” critique as MCQs, 
MTFQs make it more difficult for students to simply “guess” a correct answer, and give 
instructors a more nuanced understanding of student mastery (and misconceptions).  
 Auto-scoring is also possible with other formats, including fill-in-the-blank (Medawela 
et al., 2018), click-and-drag (e.g. with mathematical proofs a la Poulsen et al., 2022), and click-
on-target (LaDue and Shipley 2018) question types. In other words, MCQs are not the only 
option in the auto-scoring toolkit, nor is auto-scoring itself an “all or nothing” proposition; 



DOI: 10.5324/njsteme.v6i1.4873 

Nordic Journal of STEM Education, Vol. 6, No 1 (2022) 
 

51 

rather, an instructor can opt for exams that are partly auto-scored, and partly evaluated 
manually.  
 
Less material to grade: Compact portfolio assessment  

A visual artist produces a large body of work over time, with multiple iterations of 
artistic experimentation. When it comes time to display her work, the artist makes a selection 
of her best and most interesting pieces, and typically writes an artistic statement explaining her 
artistic process. Portfolio assessment in education, as originally conceived, allows for similar 
student autonomy (selecting works to produce and include) and reflection – which we know 
enhance motivation and learning (Klenowski, 2002). Students package their portfolio to 
demonstrate that they have met course learning outcomes, and often are expected to write a 
reflective statement describing their selection process and how their included works 
demonstrate their learning. The Norwegian adoption of portfolio assessment 
(“mappevurdering”) was spreading in the 1990s, but has in most instances been limited to an 
instrumental approach simply for permitting multiple student works to be bundled and assessed 
with a single letter grade. Bundling is not the only reason to use portfolios, and we encourage 
colleagues to think more holistically about bringing in opportunities for students to select, 
judge, and reflect in the portfolio process. For example, in many science courses, a final lab 
report could take the form of a portfolio, with discrete products (cleaned dataset, summary 
figures and tables, public abstract) accompanied by student reflections. 

How can portfolio assessment be meaningful under the two-evaluator requirement? The 
selection of items for assessment can be significantly more limited, as the final portfolio need 
not include all products created in the course of the semester. Thus the portfolio can be scaled 
down significantly to make grading more manageable without compromising learning 
activities. The items selected can be chosen by the students or by the instructor, or in 
combination. In this case, we strongly recommend that a short (2-5 page) reflective learning 
essay or statement be a component in the final portfolio. 
 
Less material to grade: Other compact summative assessments 

Imagine scaling the portfolio down even further: the work graded on an A-F grade is 
only the reflective learning essay. Most student work in the semester comprises obligatory 
pass/fail assignments. Students receive feedback on at least some of the work – on an individual 
basis (by the instructor, peers or teaching assistants) or on a large-group level by the instructor 
as appropriate (e.g., the instructor shares overall trends and tendencies they see in the class’s 
work). To ‘close the feedback loop’, we recommend that no matter which assessment strategy 
you select, it involves students having the opportunity to revise at least one assignment. For 
this course design to be pedagogically justifiable, it is important that the pass level for 
obligatory assignments is meaningful; that is, students need to produce quality work to pass, 
rather than cursory work or simply effort. 

In this scenario, the final summative assessment is similar to the artist statement in the 
portfolio: students are graded from A-F on a relatively short reflective learning essay where 
they explore what they have learned in the process of the course, with particular attention to 
the products they have created via assignments and how they responded to the feedback they 
received in their revision(s). Jesse Stommel (2020) calls this a “process letter.” The reflective 
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learning essay would be graded by two evaluators. A course structured in this way should be 
designed such that the writing of a reflective learning essay is an activity that meets the course’s 
intended learning outcomes. For example, a course might include general competency 
outcomes such as: students are able to evaluate quality in academic work in the discipline; or 
students can gauge and adjust their own performance in relation to feedback and their own 
growth as scholars. These outcomes are then met in the final assignment, while other course 
learning outcomes are met through obligatory activities that would be more time-intensive to 
grade, and that are important for students to receive feedback on. 

This approach does not necessarily need to culminate in a reflective learning essay. The 
instructor can choose a different summative assessment form (whether written or altogether 
different such as an oral exam or presentation) – what matters is that the product that is graded 
A-F is compact enough that it is relatively quick to grade. Time spent with student work is 
shifted largely to activities throughout the semester; less time is used by two evaluators 
evaluating and grading final student work – though it is important that the final product be 
meaningful and related to intended learning outcomes of the course, and ideally also to the 
other work students have produced throughout the course. 
 
Fewer items to grade: Team-based learning  

Team-based learning (TBL) is a modular, scaffolded implementation of group learning 
(Michaelsen & Sweet, 2008), one in which students are held accountable—both individually 
and as group members—for out-of-class preparation. Specifically, students prepare for a class 
session by reading, viewing recorded lectures or tutorials, etc. and then, in class, they take a 
learning readiness quiz (or readiness assurance test)—individually at first, and then while 
discussing with group members. The second test often uses the Immediate Feedback 
Assessment Form (or IF-AT – currently only available in online forms such as at 
www.intedashboard.com; Cotner et al., 2008a, 2008b), but this is not critical. Quizzing is 
followed by in-class application exercises, which can take many forms. In “classic TBL,” 
students are graded on their individual and group performance on these quizzes, as a substantial 
part of the overall course grade. We recommend Sibley and Ostafichuk’s (2014) book, which 
offers practical step-by-step guidance.  

Although we expect that the two-evaluator requirement will be removed for multiple 
choice questions and other automatically graded assignments, we suggest TBL adopters modify 
their approach so that the obligatory quizzes are subject to pass/fail grading, combined with a 
graded, summative assessment. The benefits of this approach are that students are motivated to 
prepare for class work ahead of time, learning is enhanced by group-member contributions, 
and the instructor acts as a facilitator of learning, rather than as the central figure, an expert 
sharing knowledge, typically in a lecture format.  
 
Here-and-now grading: Oral exams 

It is often easier to discuss and test higher order cognitive skills during an oral exam 
than for many of the written alternatives. An oral exam can therefore serve as an ideal 
summative assessment in a course with pass/fail assignments and feedback along the way. Oral 
exams have always had the requirement of two evaluators and have served as a time-saving 
option primarily for smaller courses. But now that two evaluators are needed for written exams, 
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too, oral exams may save time for larger class sizes than before. In our hypothetical (and 
simplified) example (Fig. 3), the break-even point nearly doubled, from 47 to 81 students.  

 

 
Figure 3. A new break even for oral exams? Oral exams have always had the requirement 
for two evaluators and effort invested remains unchanged by the proposed new law. But now 
that written exams also require two evaluators, oral exams should be evaluated as a feasible 
alternative. Oral exams are an efficient way to test higher cognitive skills in larger courses (81 
students in this example) than before (47 students). Assumptions for oral exams (written exams 
in parentheses): Preparations 5 hrs (40 hrs), grading time per student 25 min (15 min), 
discussion/comparison among evaluators per student 5 min (2 min). Time for 
discussion/comparison was set to 0 min for the case of one evaluator for written exams. 
 
Radically ‘ungrading’ within the A-F scale: Competency-based approaches 

There are a number of variations on competency-based (sometimes called mastery-
based) grading with different characteristics (Zimmerman & Dibenedetto, 2008). To put it very 
simply, these approaches involve students completing a set of tasks or assignments to a pass 
level – with pass set high, at a level where the instructor could argue that the students have 
achieved a reasonable level of competence over the learning outcomes embedded in each 
assignment. The final grade is then contingent upon the level of difficulty of the collection of 
assignments a student has completed. These approaches all involve transparency around what 
students have to do, what characterizes good-enough quality work, and why they need to do it. 

In specifications (‘specs’) grading, developed by Linda Nilson (2015), the instructor 
develops clear specifications for what characterizes good-enough (passing) work for each 
assignment – similar to a rubric, but with only a single level of description. For each assignment 
or task, the student either meets expectations (pass) or does not. So far, this is not very different 
from obligatory assignments in the Norwegian system in a pass/fail course – except that each 
assignment has specifications communicated clearly to students and used as a guidepost for 
assessing whether the student work meets expectations.  

The instructor creates bundles of assignments, with each bundle corresponding to a 
letter grade, and students can choose whether they are aiming for an A (complete the A bundle 
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wherein all assignments in that bundle meet expectations), a B (complete the B bundle), and 
so forth. The A bundle would have either more or harder assignments of the same kind 
(quizzes, problem sets, blog posts, commenting on peers’ work, etc.) or have additional 
assignments of a different type than what students completing the B bundle would need to 
complete successfully. One option for technical implementation in the Norwegian system is to 
let the A and B bundles be represented by different course codes, so that each is graded pass/fail 
with one evaluator according to the set expectation. In courses with extensive feedback, this is 
a transparent way to communicate to students that emphasis is on feedback, not on fine-tuning 
grades. Flexibility could be incorporated through rules that permit students to change path mid-
semester. 

The third significant element in specs grading is that students may receive a number of 
tokens that they can ‘cash in’ to revise or re-do an assignment that did not meet expectations, 
or to submit an assignment late – the instructor determines how the token system works, and 
students determine how they wish to use their tokens strategically to help them succeed in the 
course. In this type of competency-based approach, specs grading, one could consult an 
external evaluator to decide on the list of assignments that make up the A bundle, B bundle, 
and so on. Competency grading does not currently fall under any of the described categories in 
university regulations (forskrift) that we know of – but university regulations can be updated. 
We argue that competency-based systems—pedagogically meaningful, fruitful for student 
learning, and gaining in popularity abroad—are worth putting into practice in pass/fail courses, 
and it is worth discussing how bundled assignments can be structured in A-F courses. One 
possible strategy might be that each bundle corresponds to a different course code – the A-
bundle of assignments has a different course code than the B-bundle, and each course is 
assessed pass/fail. This is similar to how a course that students attend together can be coded 
differently for master students and bachelor students, or for different amounts of course credit. 
 
A call to action 
 
As we write this, the 2021 revision to the law on assessment in higher education is pending, 
but we are already seeing impacts as universities and university-colleges prepare for the 
changes. For example, the Norwegian University of Science and Technology (NTNU) initially 
wrote portfolio assessment completely out of its institutional regulations. Like the other critics 
of the absolute requirement for two evaluators, we fear that this change in law will lead to a 
whole cascade of changes that undermine the intentions of the Quality Reform – which has had 
some mixed results, but unquestionably has led to a more student- and learning-oriented 
approach to Norwegian higher education.  
 As of this writing, the status of the new Norwegian law is uncertain. Should the 
proposed law be implemented, we hope the above suggestions will be helpful to our colleagues 
as they grapple with how to balance grading demands with other professional duties. Future 
research will clarify the law’s impacts, addressing critical questions such as: do two evaluators 
lead to more reliable grading (is this truly more “fair”)? What aspects of an instructor’s time 
budget are most impacted by the new grading demands—teaching, research, or service? How 
does this law impact the feasibility of existing grading deadlines (e.g., within three weeks of a 
course’s conclusion)? Should the proposed law not be enacted, we still offer the above 
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suggestions to our colleagues to encourage them to revisit their assessment strategies, and ask 
themselves whether there is cause for change. 

Viewed in the most positive light, this new requirement could act as a call for action on 
the part of instructors and administrators. This call demands that as well as continuing to argue 
against detailed regulation of our sector, we raise questions about what we mean by quality in 
education. As part of this call, we could have some meaningful discussions about the overall 
purpose of assessment, and whether our current assessment strategies are about tests and 
grading, or lifelong learning. Do we use assessment to motivate students to take responsibility 
for their own learning, and is our assessment authentic—does it fit the practices of our 
disciplines? Finally, do we need a societal shift in how assessment is perceived across the 
educational spectrum—a shift from an emphasis on test-taking, superficial learning, and grades 
with limited meaning, to an emphasis on student-centered teaching, practical assessments, and 
lifelong learning? We urge our colleagues not to allow our sector to undo all the work we have 
done over 20 years to transform teaching and learning practices in Norwegian higher education, 
but to meet the challenge with a willingness to make fundamental changes that are in the best 
interests of our students.  
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