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1.  INTRODUCTION

One of the fundamental challenges in marine ecol-
ogy and fisheries science is to describe the current
state of fish populations in terms of abundance,
which is imperative for understanding population
dynamics (Hilborn & Walters 1992, Agnew et al.

2013). However, reliable abundance data at relevant
spatio-temporal scales are rarely available in marine
systems. Data scarcity is especially severe in the
cases of recreational and artisanal fisheries targeting
resident coastal fish, for which science-based, sus-
tainable management tends to be unfeasible (Pita et
al. 2018). In addition, even in well-monitored fish-
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eries, most of the data come from catches. However,
the usefulness of fisheries-dependent data (e.g. cap-
tures per unit effort, CPUE) as a proxy of abundance
is under debate (Pauly et al. 2013). For example,
catch-related data may be biased against the less
vulnerable fish species or the less vulnerable fraction
within a given species (Alós et al. 2014, 2015, 2018).
Further, the behaviour of both fish and fishermen
may induce a lack of proportionality between CPUE
and fish density, producing hyperdepletion or hyper-
stability (Lennox et al. 2017).

The existence of bias when estimating abundance
is widely recognized for both fishery-dependent and
-independent methods. Among fishery-independent
methods (Murphy & Jenkins 2010, Mallet & Pelletier
2014, Przeslawski & Foster 2018), divers counting
fish along standardized transects (i.e. underwater
visual census, UVC) or point counts have been so
widely used for monitoring many coastal fish species
(Murphy & Jenkins 2010) that they currently re -
present standard reference methods. UVC is a non-
destructive method with many advantages, but it suf-
fers from some well-known drawbacks. Biases may
occur due to different behavioural responsiveness of
fish species to the presence of divers (Lindfield et al.
2014), observer-related effects (Dickens et al. 2011)
or within-transect variability (Kulbicki et al. 2010).
Most of these problems are currently dealt with by
using highly standardized protocols, because biases
are assumed to be consistent for a given species, thus
allowing between-study comparisons (Ackerman &
Bellwood 2000, Ward-Paige et al. 2010). One of the
main concerns about UVC is the large investment in
time and personal effort needed. The immediate out-
come is that sample sizes tend to be small both at
temporal and at spatial scales (Thompson & Map-
stone 1997). Although reduced sample sizes do not
necessarily introduce bias, they do imply worse pre-
cision and wider confidence intervals.

In contrast, the use of underwater cameras or
action cameras is experiencing an in creased interest
because cameras allow long-term, high-frequency
monitoring of fish and marine environments (Assis et
al. 2013, Aguzzi et al. 2015, Easton et al. 2015), with
the added value of avoiding any diver-related bias.
The main advances that promote the use of cameras
are miniaturization, decreased cost, shock proofing,
water proofing over a wide depth range, long-life
batteries, high-capacity memory cards and high-def-
inition images (Struthers et al. 2015). Additional
potential applications of remote underwater video
cameras (RUVs) include their usefulness in marine
reserves or for monitoring endangered species (Mur-

phy & Jenkins 2010). In addition, RUVs can cover
broader spatial and temporal scales (Pelletier et al.
2012, Assis et al. 2013), and potential biases due to
the physical environment or to behavioural and life
history characteristics might also be reduced.

However, RUV recordings have some disadvan-
tages, including a limited field of vision, the need for
good visibility and the cost related to image process-
ing (Pita et al. 2014, Struthers et al. 2015). In most
cases, bait is used to attract fish to the camera (Whit-
marsh et al. 2017). Several problems preclude any
reliable estimation of absolute density using baited
cameras (Whitmarsh et al. 2017), including the un -
known dynamics of the bait odour plume, how such
dynamics affect attractiveness (Dunlop et al. 2015),
how the fish already attracted by the bait are them-
selves a visual cue for other fish, and the plausible
existence of species-specific responses and internal
state dependence of individual fish. Instead, several
relative abundance metrics have been proposed; two
of the most popular metrics are MaxN and Mean-
Count (Stobart et al. 2007, 2015, Schobernd et al.
2014, Campbell et al. 2015). These metrics have been
developed because most ecologists and managers
have concerns about counting the same individual
more than once (Ward-Paige et al. 2010, Assis et al.
2013, Campbell et al. 2015).

Along with the technological opportunities offered
by camera-based wildlife assessment, it was recently
demonstrated that fish density (number of animals per
unit area) can be properly estimated from fish counts
across relatively few video frames obtained with an
unbaited camera (Campos-Candela et al. 2018). One
of the key assumptions of this proposed method is that
animal density does not change at the spatial and
temporal scale of a given RUV sample. This assump-
tion is met by many resident coastal fish that generally
remain within a given area of activity, or home range
(HR), which tends to be orders of magnitude smaller
than the extent of suitable habitat (March et al. 2010,
Villegas-Ríos et al. 2014, Alós et al. 2016). For fish
with HRs, no emigration, no immigration, no changes
in the HR location, no birth and no death can be safely
assumed at the spatial and temporal scales commonly
used for sampling abundance.

Moreover, an additional assumption of the previ-
ously mentioned method is that individual detect-
ability (probability of individual detection, PID) must
be known (Campos-Candela et al. 2018). Here we
define PID as the probability of counting a given fish
that is actually within the area sampled by a camera.
Conspicuous species are more easily detected than
cryptic species (Boulinier et al. 1998), and even the
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same individual will be more detectable in bare habi-
tats than in complex habitats where fish may be
 hidden behind rocks or within seagrass patches.
Moreover, the existence of a positive relationship be -
tween detectability and density can artificially inflate
between-survey heterogeneity (Dorazio & Royle
2005). Hence, the development of a method account-
ing for imperfect detection is indispensable for mak-
ing unbiased inferences on fish density when using
RUVs (Bacheler et al. 2017). Note that PID should not
be confused with the concept of detectability used in
ecology and conservation biology to infer whether a
species inhabits a given site even when it has not
been detected there (Boulinier et al. 1998, Bayley &
Peterson 2001).

Here we propose and demonstrate a method for the
concurrent estimation of density and PID for species
(1) that display HR behaviour, (2) for which UVC rep-
resents a reliable reference method and (3) for which
unbaited RUVs are a feasible alternative (Campos-
Candela et al. 2018). The relevance of the method
proposed here relies on the fact that after estimating
PID, RUV can be used alone for producing low-cost
abundance estimates at the scale of the reference
method (in this case, UVC), which may entail a para-
digm shift for monitoring fish density at large spatial
and temporal scales. To demonstrate the method, we
selected an HR-behaving serranid, Serranus scriba,
as a case study. Accuracy and precision of the me -
thod were evaluated using computer simulation
experiments (i.e. moving virtual fish according to a
reliable movement model; March et al. 2010, Alós et
al. 2016). Simulations were realistic in terms of fish
movement, feasible fish densities and diverse PID.
Finally, we provide a simulation tool for exploring the
precision attainable with different sampling effort
and with different PID. This tool can be used to opti-
mize sampling strategies in the field.

2.  MATERIALS AND METHODS

2.1.  Theoretical framework

The logical rationale behind the method proposed
herein is that fish density is the same when sampling
the same site with RUV and with the reference
method. Therefore, after properly adjusting for RUV
detectability, RUV fish counts may provide either
absolute densities when individual detectability of
the reference method is perfect (i.e. all fish are
detected), or density estimates at the scale of the ref-
erence method.

Under the assumptions that (1) animals move inde-
pendently from one another, and (2) density is sta-
tionary at the temporal and spatial sampling scale
(Campos-Candela et al. 2018), the counts obtained
with the reference method (NREF) are expected to be
Poisson-distributed:

NREF ~ Poisson(λREF) (1)

where λREF is given by:

λREF = PID.REFDZREF = DREFZREF (2)

where PID.REF is the individual detectability of the
 reference method, D is the (true) animal density (ani-
mals per unit area), and ZREF is the area sampled with
the reference method. Therefore, DREF is the (rela-
tive) density at the scale of reference method after
accounting for PID.REF.

Similarly, the counts obtained with RUV are expec -
ted to be Poisson-distributed:

NRUV ~ Poisson(λRUV) (3)

where λRUV is given by:

(4)

where PID.RUV is the RUV detectability relative to the
PID of the reference method (PID.REF). Therefore, after
estimating PID, fish density at the scale of the refer-
ence method can be estimated using RUV only. Note
that if PID.REF = 1 (all fish are detected by the refer-
ence method), then RUV counts provide an unbiased
estimate of the absolute density.

2.2.  Study case

To demonstrate the proposed framework, data
were collected from 5 sites along the SW coast of
Mallorca, Spain (Fig. 1), where 51 UVCs were com-
pleted and 13 RUVs were deployed (Table S1 in the
Supplement, www. int- res. com/ articles/ suppl/ m615
p177 _ supp. pdf). UVCs were conducted by 3 different
scuba divers, between 5 and 25 m depth and be -
tween 9:00 and 12:00 h GTM, covering an area of
250 m2 (50 m long and 5 m wide) during 25 min. Each
diver completed a maximum of 4 transects d−1 at dif-
ferent sites (Table S1). Nine UVCs were completed
per site, excepting 1 site where 15 UVCs were com-
pleted. Transects were located at least 20 m apart
to minimize spatial autocorrelation (Ordines et al.
2005). The number of Serranus scriba observed dur-
ing each UVC was recorded. Note that UVCs were
specifically optimized for counting only S. scriba.

Each RUV device was a stainless steel structure
equipped with 2 stereoscopic action cameras (Fig. S1
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in the Supplement). RUVs were not baited. RUV
structures were deployed around the UVC locations
(Fig. S2) during 4 hours (between the start of deploy-
ment at 09:00 h and the removal 14:00 h), although
the maximum duration of the batteries was only ap-
proximately 3 h. Three RUVs were deployed per site;
out of all the data collected, video data from 2 RUVs
were discarded. Failures were caused by battery
problems, poor visibility or bad deployment. Except-
ing those failed cases, RUVs were deployed approxi-
mately 25 m away from the corresponding UVC (for
more details, see Table S1 and Fig. S2).

For video analysis, the 5 first min were excluded in
order to avoid any disturbance related with the de -
ployment itself. All individuals of S. scriba were
counted in each frame every 150 s (or every 9000
frames). Preliminary analyses showed that this fre-
quency minimizes temporal autocorrelation between
frames. The average number of frames counted per
video was 73. The distance of any given fish to the
RUV was estimated using the Matlab Calibration
Tool box (Díaz-Gil et al. 2017). Fish were only coun -

ted when they were <2.5 m from the RUV. Prelimi-
nary tests suggested that at this distance, detectabil-
ity did not depend on fish size. Provided that the field
of view of the camera was 127°, the area surveyed
was 6.93 m2.

2.3.  Modelling fish density and detectability

The UVC fish counts for a given site, diver and day
(N.UVCsite,diver,dayUVC) was expected to be Poisson dis -
tributed around a mean value λ.UVCsite,diver,dayUVC.
Site-related effect (μ.UVCsite) was considered as a
fixed factor, while diver-related effect (δdiver) and
dayUVC-related effect (δdayUVC) were considered
random factors:

N.UVCsite,diver,dayUVC ~ Poisson(λ.UVCsite,diver,dayUVC) (5)

log(λ.UVCsite,diver,dayUVC) = μ.UVCsite + δdiver + δdayUVC (6)

e μ.UVCsite = DREFZUVC (7)

δdiver ~ Normal(0,σdiver) (8)
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Fig. 1. Southwest coast of Mallorca Island, Spain, indicating sampling sites (white arrows); the numbers match the site num-
bers in Table 1 and Fig. 2. For more detail on individual sites, see Fig. S2 in the Supplement (www. int- res. com/ articles/ suppl/ 

m615  p177 _ supp. pdf)
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δdayUVC ~ Normal(0,σdayUVC) (9)

where ZUVC is the area of the UVC and DREF is the
density at the scale of the reference method in the
sampled site, in this case UVC.

Concerning RUVs, the fish count for frame i at a
given site, camera and day (N.RUVi,site,cam,dayCAM)
is as sumed to be Poisson distributed around a
mean value λ.RUVsite,cam,dayCAM. Site-related effect
(μ.RUVsite) was considered as a fixed factor, while
camera-related effect (δcam) and dayCAM-related
effect (δdayCAM) were considered random factors:

N.RUVi,site,cam,dayCAM ~ Poisson(λ.RUVsite,cam,dayCAM)

(10)

Log(λ.RUVsite,cam,dayCAM) = μ.RUVsite + δcam + δdayCAM

(11)

e μ.RUVsite = PIDDREFZRUV (12)

δcam ~ Normal(0,σcam) (13)

δdayCAM ~ Normal(0,σdayCAM) (14)

where ZRUV is the detection area of the camera, PID

is the probability of detection, and DREF is the density
at the scale of the reference method in the sampled
site.

The parameters of the model (Eqs. 5−14) were fit-
ted using a Bayesian ap proach. Samples from the
joint distribution of parameters (specifically, from D
and PID), given the data (fish counts from UVC and
RUV), were obtained using JAGS (http://mcmc-
jags.sourceforge.net/, ac cessed 20 Dec 2018) (Plum-
mer 2015) and the r2jags library (Su & Yajima 2015)
of the R package (R Core Team 2017, www.r-project.
org/, accessed 20 Dec 2018). Non-informative priors
were assumed according to symmetric probability
distributions and previously published data: a uni-
form prior between 0 and 1 fish m−2 for D (García-
Charton & Pérez-Ruzafa 2001, Arechavala-López et
al. 2008, Deudero et al. 2008), a uniform prior
between 0 and 1 for PID and a uniform prior between
0 and 10 for the standard deviation of all random
effects. Three Monte Carlo Markov chains (MCMC)
were run. We drew 30 000 posterior samples. The
first 15 000 iterations were discarded, and only 1 out
of 10 of the remaining iterations was kept in order to
prevent autocorrelation. MCMC convergence was
assessed by visual inspection and evaluated using
the Gelman-Rubin statistic (Plummer et al. 2006).
The detailed model design, the R script and a
 user-friendly interface to derive the parameters for
any set of data can be found at the free Shiny ap -

plication website: https://fishecology. shinyapps. io/
uvccam/ (accessed 20 Dec 2018).

2.4.  Computer simulation experiments

The relevance of the framework proposed here is
that after estimating PID with the method described in
Section 2.3, fish density at new sites can be accu-
rately and precisely estimated using RUV only. This
is demonstrated here using 4 sets of simulations con-
sisting of moving fish in a virtual scenario in which
virtual cameras were deployed.

For a given simulation set, 100 replicates of 10 vir-
tual cameras each were considered. Fish density was
estimated for each replicate using the model:

N.RUVi,cam ~ Poisson(λ.RUVcam) (15)

Log(λ.RUVcam) = μ.RUV + δcam (16)

e μ.RUV = PIDDREFZRUV (17)

δcam ~ Normal(0,σcam) (18)

where PID was not estimated but was assumed to be
known.

We generated movement trajectories of fish display-
ing HRs with the model used by Palmer et al. (2011),
Alós et al. (2016) and Campos-Candela et al. (2018):

(19)

where r→n+1 denotes the position at discrete time tn+1 =
(n+1)Δt, r→n denotes the current position (Cartesian
coordinates) of the fish at time tn = nΔt. r→c is the posi-
tion of the centre of the HR, k is a central harmonic
constant force attracting the animal towards r→c, and
R

→

c is a stochastic term, normally distributed with 0
mean and standard deviation (σ in each dimension,
approximated by Palmer et al. 2011):

(20)

The values for k (0.258 s−1) and ε (631.05 m2 s−1)
used for moving fish were those estimated for S.
scriba by acoustic tracking (March et al. 2010, Cam-
pos-Candela et al. 2018). The time step Δt at which
the positions of all fish were updated was set to 1 s.

Each of the 10 virtual cameras in a given replicate
was set at the centre of a squared virtual scenario
with each side defined as twice the radius of the HR
(rHR). In the case of S. scriba, rHR was estimated to
be 85.6 m using acoustic tracking (March et al. 2010).
The rationale of using such a side length is that an
animal having its centre of HR outside the scenario
considered (and thus not included in the simulation)
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has a negligible probability of being detected by a
virtual camera. The number of animals moved within
such a scenario is given by side2D, where D is the
fish density actually estimated for S. scriba (see Sec-
tion 3.1). The HR centres of the virtual fish were ran-
domly distributed within the virtual scenario.

A given virtual camera was simulated to be de -
ployed for 10 h; thus, the number of fish movements
tracked for any given fish was 360 000. However, the
number of fish that were within the area surveyed by
the camera was counted at 1 time step every 150 s.
The number of fish counted was randomly sampled
from a binomial distribution of the actual number of
fish with probability defined by PID, which is as -
sumed to be known.

The virtual simulations are designed to demonstrate
the outcomes of accounting for PID. The 4 simulations
differed in the value of PID considered for counting a
fish (PID.sim) and in the way PID is modelled (PID.model ).

Simulation 1: PID.sim was set to 1 (all fish actually
within the area surveyed by the camera are counted),
and PID.model was rightly assumed to be 1.

Simulation 2: PID.sim was set to the value estimated
here (PID = 0.65; see Section 3.2), but PID.model was
wrongly assumed to be 1 (i.e. ignoring the potential
bias related to imperfect detectability).

Simulation 3: PID.sim was set to 0.65, and PID.model

was rightly assumed to be 0.65. This set emulates the
case in which PID has previously been estimated in a
pilot experiment using the protocol described in
 Sections 2.2 and 2.3. Following this experiment, fish
density is then estimated at new sites using cameras
only.

Simulation 4: PID.sim was set to 0.65, but the uncer-
tainty when estimating PID was explicitly accounted
for by:

Logit(PID) ~ Normal(mean, SD) (21)

where mean and SD are the mean and standard devi-
ation of the logit-transformed posterior values of the
PID estimated here (PID.model = 0.65, with a 95%
Bayesian credibility interval between 0.34 and 0.95).

Accuracy of the estimated D in each simulation was
assessed by the scaled root mean squared error
(SRMSE; Walther & Moore 2005).

(22)

where Dsj is the estimated value of density in the
j th simulation, and Dr is the true value. The inter-
 quantile (2.5−97.5%) range of the posterior Bayesian
credibility intervals was used for assessing the preci-
sion of D.

3.  RESULTS

3.1.  Empirical data

Concerning the field experiments, after combining
fish counts from UVC and RUV, the estimated
median fish density across 5 sites ranged between
0.016 and 0.017 fish m−2. Fish density appeared to be
the same across sites, provided that credibility inter-
vals largely overlapped (Fig. 2). The estimated values
accounting for the different sources of variability
are detailed in Table 1. Concerning PID, the 95%
 credibility interval ranged between 0.34 and 0.95
(median = 0.65). Thus, ignoring detectability may be
a relevant concern for the species studied and with
the  current RUV setting.

Dr n
Ds Drj

n
j= Σ =SRMSE

1 1
( – )1

2
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BCI Median BCI Rhat
2.5% 97.5%

Density [Site 1] 1.1 1.7 2.7 1.004
Density [Site 2] 1.0 1.6 2.7 1.003
Density [Site 3] 1.1 1.7 2.8 1.008
Density [Site 4] 1.1 1.8 2.9 1.001
Density [Site 5] 1.0 1.6 2.5 1.004
PID 0.34 0.65 0.95 1.001
sd.cam 0.116 0.509 0.975 1.035
sd.dayCAM 0.116 0.509 0.975 1.035
sd.diver 0.116 0.509 0.975 1.035
sd.dayUVC 0.026 0.105 0.383 1.001

Table 1. Estimated values of density (ind. 100 m−2) of the 5
surveyed sites (see Fig. 1), probability of individual detec-
tion (PID) and variability of random effects (sd.cam, sd.day-
CAM, sd.diver and sd.dayUVC). UVC: underwater visual
census, BCI: Bayesian credibility interval, Rhat: potential
scale reduction factor which explains how the chains have
converged to the equilibrium distribution. Approximate con-
vergence is diagnosed when the upper limit is close to 1

Fig. 2. Estimated fish density combining underwater visual
census (UVC) and remote underwater video (RUV) with
Bayesian credibility intervals (95%) at the 5 sites surveyed
along the SW coast of Mallorca Island. The dotted line is the 

mean value of the median (50%) density of the 5 sites
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3.2.  Simulation data

The relevance of taking into account PID when esti-
mating fish density using RUV data only is clearly
demonstrated with the results obtained from the 4
simulations, because precision and accuracy of the
estimated densities can be compared with the true
(simulated) fish density, which was 0.016 fish m−2

(Section 3.1).
Simulation 1 emulated the case in which any fish

within the area surveyed by the camera in a given
frame is detected and counted (PID.sim = 1 and PID.model

= 1; Fig. 3a–e). As expected, the estimated fish den-
sities in that case were very accurate after a rela-
tively small sampling effort (Fig. 3). After 73 frames,
i.e. the number of frames used in the fieldwork, the
average density (from 100 replicates) was 0.017
(interquartile range [IQR]: 0.015−0.018). Moreover,
precision was excellent. For example, in a given
replicate (a set of 10 cameras), the 95% Bayesian
credibility interval (BCI) was be tween 0.013 and
0.021, which included the true value (0.016 ind. m−2)
in all 100 replicates.

Simulation 2 emulated the case in which only an
average of 65% of the fish that are actually within the
area surveyed by the camera in a given frame are
actually counted (PID.sim = 0.65), but this imperfect
detection is ignored when estimating fish density
from those counts (PID.model = 1; Fig. 3b–f). As
expected, fish density was underestimated, and the
size of the bias was around 35% (i.e. 1 − PID.sim). After
73 frames, the average density (from 100 replicates)
was 0.011 (IQR: 0.010−0.012). In this case, precision
was excellent, but the estimates were biased even
after increasing the sampling effort in terms of the
number of frames included in the analyses. For
example, in a given replicate (a set of 10 cameras),
the 95% BCI was between 0.008 and 0.015. More-
over, the 95% BCI included the true value (0.016 ind.
m−2) in only the 24% of the 100 replicates.

Simulation 3 emulated the case in which only an
average of 65% of the fish that are actually within the
area surveyed by the camera are counted (PID.sim =
0.65; Fig. 3c–g). However, and contrary to Simula-
tion 2, in this case it is assumed that PID.model has been
previously estimated using the protocol described in
Sections 2.2 and 2.3. This value of PID.model was
included as input when estimating fish density. In
that case, the estimated fish density was no longer
biased as in Simulation 2, but was accurate. After 73
frames, the average density (from 100 replicates) was
0.017 (IQR: 0.015−0.018), very similar to the values
obtained in Simulation 1. Similarly, precision was

excellent; for example, in a given replicate (a set of
10 cameras), the 95% BCI was between 0.012 and
0.023 and in cluded the true value (0.016 ind. m−2) in
all 100 replicates.

Finally, Simulation 4 was very similar to Simulation
3. The unique difference in Simulation 4 is that the
un certainty in PID.model has been accounted for
(Fig. 3d–h). In that case, the estimated fish density
was accurate, but the uncertainty in PID.model trans-
lated into worse precision estimates for fish density.
After 73 frames, the average density (from 100 repli-
cates) was 0.017 (IQR: 0.015−0.018), very similar to
those obtained in Simulations 1 and 3. Simultane-
ously, precision was not as good as in Simulation 3; in
this case, the precision was wider. For example, in a
given replicate (a set of 10 cameras), the 95% BCI
was between 0.010 and 0.047 and included the true
value (0.016 ind. m−2) in all 100 replicates.

Note that this is the more realistic simulation set. In
fact, we strongly suggest completing a similar simu-
lation exercise in order to assess the sampling effort
in terms of cameras and deployment time needed to
achieve a target precision with the values of density
and PID estimated in a previous pilot study. To facili-
tate such exercises, the script used for the simu -
lations and the easy-to-use Shiny app are available
at https://fishecology.shinyapps.io/uvccam/ (acces -
sed 20 Dec 2018).

For completeness, a sensitivity analysis was carried
out with different detectabilities and different densi-
ties to assess how these variables affected the accu-
racy and precision of RUV-only estimates of fish den-
sity. The sensitivity analysis showed that when the
density of individuals in the environment and the PID

increase, the effort (in number of frames) needed to
extract the real density using RUV decreases. In
addition, from detectabilities close to 25%, it is possi-
ble to obtain the density of animals with a relatively
low effort (in number of frames), even when the real
density in the environment is low (0.01 ind. m−2)
(Fig. S3).

4.  DISCUSSION

We have successfully demonstrated a new frame-
work that combines UVC and RUV for the concurrent
estimation of fish density (individuals per unit area)
and PID. The estimated fish density of Serranus scriba
on the SW coast of Mallorca (0.016 ind. m−2; 95%
BCI: 0.011−0.027) is within the range reported using
other methods at other sites in Mallorca (Deudero et
al. 2008) or in the Western Mediterranean (García-
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Fig. 3. Results from simulations 1 to 4 (see Section 2.4 for details), showing (a−d) scaled root mean squared error (SRMSE),
which  represents the accuracy of density estimates (y-axis). The x-axis shows the increasing effort in the number of frames
(frames analysed by 10 cameras). The continuous horizontal lines correspond to threshold values of 10 and 5% of the SRMSE.
(e–h) Precision of the estimated density with increasing sampling effort. Black points are mean values with 95% Bayesian
credibility intervals (BCI) of the medians from posterior distributions of the density estimates for 10 cameras. The horizontal
dotted lines correspond to the true density value obtained from empirical data combining underwater visual census (UVC) and
remote underwater video (RUV). The asterisks (with red dot and line) indicate the effort, in frames, used in the fieldwork. 

Insets describe the individual detectability used in each simulation (PID.sim) and analysis (PID.model)
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Charton & Pérez-Ruzafa 2001, Arechavala-López et
al. 2008).

The results from our case study prove the opportu-
nities afforded by our method with the possibility of
estimating PID. As mentioned above, the relevance of
the proposed framework is that after estimating PID,
fish density can be estimated accurately and pre-
cisely at the scale of the preferred reference method
using only RUV. Thus, provided that none of the
commonly used reference methods for estimating
density of resident coastal fish is precise enough, the
possibility of an extensive use of properly calibrated
RUV may contribute to substantially enlarge the
 spatio-temporal scope of density monitoring pro-
grammes for many resident coastal fish species.

UVC is one of the most common methods used by
scientists, managers and stakeholders for estimating
the density of many species of coastal fish. The pros
and cons of UVC have been comprehensively out-
lined above, but here we emphasize that the cost in
terms of time and effort precludes large sample sizes,
and thus densities are usually estimated with wide
confidence intervals; as a result, ecologically rele-
vant processes may remain undetected. The costs of
RUV deployment are often misperceived as being
similar or even larger, especially when including
video post processing (Murphy & Jenkins 2010, Pita
et al. 2014). However, the cost per sample is by far
more cost-effective. Moreover, recent advances in
machine learning foresee cost reduction after devel-
oping applications for unsupervised recognition of
fish from videos (Boom et al. 2014, Hsiao et al. 2014,
Sun et al. 2018). The major problem of RUV is that, in
general, not all of the fish that are actually within the
area surveyed by the camera are detected (i.e. PID

tends to be less than 100%), thus fish density tends to
be underestimated in relation to the preferred refer-
ence method.

Combining the advantages of UVC and RUV is cer-
tainly appealing. The need for combining data gath-
ered using different methods has been repeatedly
reported. Specifically, simultaneous use of RUV and
UVC has been extensively advised (Willis et al. 2000,
Cappo et al. 2003, Stobart et al. 2007, Murphy &
Jenkins 2010, Harvey et al. 2013, Shortis et al. 2013,
Bacheler et al. 2017, Bosch et al. 2017). However, in
most of those cases, the results obtained using differ-
ent methods are not combined but are only compared
(Cappo et al. 2004, Assis et al. 2013, Tessier et al.
2013, Mallet et al. 2014, Pita et al. 2014, Bacheler et
al. 2017). Conversely, the framework proposed here
offers the possibility for a genuine combination of
fish counts using RUV with fish counts obtained by

some other reference method, to provide a more real-
istic view of the fish densities in coastal areas. More-
over, the Bayesian approach proposed here could be
easily adapted to the specificities of any sampling
strategy (e.g. including the confounding effects of
covariables or different levels of random factors, such
as between-day or between-camera effects), and our
simulation tool-kit allows for extensive pre-sampling
for selection of optimal settings (e.g. number of cam-
eras and recording time).

We are not only proposing to combine RUVs with
the preferred reference method to improve the preci-
sion of the estimated density at any new site or time.
While this may be an alternative in some cases, we
propose going one step further. Firstly, we suggest
concurrently conducting RUVs and UVCs in a single
or in a few preliminary experiments to estimate PID

(following the protocol detailed in Sections 2.2 and
2.3). Secondly, after such a calibration exercise, we
suggest deploying a large number of cameras to esti-
mate density at several sites and time points to cover
large spatial and temporal scales. According to the
simulation experiments reported here, this might be
a reliable alternative. Note that the need for inter-
calibration exercises has been repeatedly advised
when comparing different methods of underwater
camera surveys (Watson et al. 2005) or when sug-
gesting that fish counts during a given UVC should
be made by more than one scuba diver at the same
time (Bernard et al. 2013). However, the framework
proposed here has a broader applicability. The ex -
tensive simulation experiments completed here sug-
gest that density estimates may be accurate even
when PID is relatively small or even when it has been
inaccurately estimated (Fig. S3). Indeed, in the latter
case (Fig. 3), the sampling effort must be larger to
attain a target precision, and the question of how to
optimally enlarge the sampling effort is an elusive
topic. We strongly suggest completing a pilot experi-
ment to identify the levels of larger variability. For
example, in the case study reported here, the large
between-camera variance suggests the existence of
hetero geneous habitats at the within-site level, thus
making it advisable to increase the number of cam-
eras per site and perhaps to reduce the number of
frames surveyed per camera. This could be achieved
either by reducing the deployment time or by enlarg-
ing the time between 2 consecutive frames. The sen-
sitivity analyses (Fig. S3) report the main patterns
expected after changes in fish density and detectabil-
ity, and estimate the expected cost (in terms of sam-
pling effort) needed to achieve a target precision.
Moreover, the R scripts and the Shiny app provided
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here may help determine the optimal allocation of
sampling effort for any given case.

Some specificities of the case study here deserve
special attention. S. scriba moves relatively slowly
within the area surveyed by the divers, thus, it is rea-
sonable to assume that UVCs were synoptic in the
sense that no fish entered or exited the area surveyed
during the sampling period (Ward-Paige et al. 2010).
Moreover, in our case, UVCs were specifically de -
signed for counting S. scriba only, and special care
was invested in searching within cavities and sea-
grass patches. Under these or similar specific circum-
stances, it may be feasible to assume that UVCs
detect close to 100% of the individuals. In those
 specific cases, fish counts from RUVs only, and after
calibrating for PID, will render absolute density (fish
m−2), as indicated in Eq. (4).

Note also that the BCI for PID in the study case here
is wide (0.34−0.95). Imprecise estimation of PID trans-
lates into imprecise density estimates, thus, there is
still room for many improvements. Increasing sam-
pling effort when calibrating PID would certainly
 increase PID precision. This may be achieved by in-
creasing the number of UVCs (or the area surveyed),
by increasing the number of RUVs, the deployment
time, the number of frames analysed by each cam-
era or the area surveyed by the camera. In addition,
some improvements concerning the RUV design may
be advantageous. For example, when RUVs view par-
allel to the sea bottom (as those used in the experi-
ments completed here), some fish may remain hidden
behind a rock or a vegetation patch, which increases
uncertainty. Conversely, RUVs looking down toward
the bottom may improve not only PID but also its
 precision.

A number of variables may affect PID and should be
accounted for. First, cryptic species should not be
considered as optimal candidates for the framework
reported here. Moreover, detectability of the same
individual may be habitat-dependent (complexity of
the bottom structure). Seasonal differences in fish
behaviour (i.e. fish may be more active and thus be
more easily detected in warmer seasons), any other
behaviour specificity or even fish size may affect
detectability. Therefore, it is mandatory to take into
account the behavioural attributes of the species
studied prior to selecting a specific UVC and/or RUV
design (Cheal & Thompson 1997, Samoilys & Carlos
2000, Ward-Paige et al. 2010). Provided that the area
surveyed by the camera is small, it should also be
environmentally homogeneous. However, in UVCs,
unaccounted sea bottom heterogeneity within a
given transect is expected to increase the un -

accounted variance in fish counts, which will trans-
late to PID. Thus, many small but environmentally
homogeneous UVCs would be preferred against a
few large but heterogeneous UVCs (Murphy & Jenk-
ins 2010). As mentioned above, UVCs should be as
synoptic as possible, which ultimately depends on
both fish and diver speed (Ward-Paige et al. 2010,
Pais & Cabral 2017). The design of RUVs and UVCs
should be carefully selected to minimize all potential
confounding effects mentioned above. Moreover,
habitat-specific PID or similar dependencies can be
empirically estimated after carefully designed cali-
bration experiments.

Therefore, after solving these case-specific chal-
lenges, the methodological framework proposed
here suggests that RUV surveys might be included in
the basic tool-kit in order to produce more reliable
abundance estimates, thus enabling improvements
in the management of coastal fish populations. 
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