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INTRODUCTION

In the aquatic environment visual predation is strongly affected by absorption and scattering processes giving rise to poor image transmission and low levels of light intensity. Poor visibility limits the pelagic visual predator in their search for food, but enhances the opportunities for finding refuges for the prey. Because foraging rate and predation risk have great impact on habitat choice, growth and survival (MANGEL & CLARK 1986; 1988; HOUSTON & al. 1993; AKSNES 1996), visual foraging has become an important element of spatial explicit models of fish and plankton (CLARK & LEVY 1988; MASON & PATRICK 1993; ROSLAND & GISKE 1994; TYLER & ROSE 1994; FIKSEN & al. 1995; GISKE & SALVANES 1995; GISKE & al. 1997; ROSLAND in press). The competitive relationship between tactile and visual pelagic predators is severely affected by optical properties of the water column (EIANE & al. in press). The study by KAARTVEDT & al. (1996) demonstrates how horizontal gradients in optical properties can influence distribution and predator-prey interactions of krill and fish.

The vision based encounter process is very sensitive to the visual range of the predator. This range is a complex variable depending on the prey attributes (such as size, contrast and mobility), the visual system of the predator, as well as on irradiance level, depth and the optical properties of the water (absorption and scattering as related to turbidity and dissolved compounds). A purely empirical approach requires considerable experimentation in order to relate visual range to the relevant factors, and no simple functional relationship seems to fit observations (VINYARD & O’BRIEN 1976). By making assumptions about the functioning of the visual system, mechanistic models of visual range can be formulated (DUNTLEY 1960; 1962; EGGERS 1977; AKSNES & GISKE 1993). Such models encompass two main elements, one stating the criterion necessary for recognition of an object and the other describing the transmission of the image of the object over the sighting distance. One simple recognition criterion says that the apparent contrast of an object has to exceed a contrast threshold in order for the object to be recognised (DUNTLEY 1960; EGGERS 1977). Experimentation on both human and fish vision shows that the use of a constant contrast threshold may be reasonable at high light intensities (CORNSWEET 1970; NICOL 1989), but that the contrast threshold is a variable at lower intensities. Additionally, the contrast threshold also depends on the size of the object. Rather than using the non-dimensional contrast threshold, AKSNES & GISKE (1993) suggested a criterion where contrast, light intensity and
image area all are part of the object recognition criterion. This model, however, was primarily formulated for large depths where the light intensity is low. We will show that the criterion proposed by Aknes & Giske (1993) are reasonable at low light intensities, but not at high intensities. By inclusion of a saturation term accounting for characteristics of signal processing and light adaptation processes, however, we will show that a revised version of the model of Aknes & Giske (1993) seems consistent with observations of reactive distance in Gobiusculus flavescens (Utné 1997) and contrast thresholds in Carassius auratus (Hester 1968) and Gadus morhua (Anthony 1981) for a relatively large range of light intensities, object sizes and turbidities.

METHODS

The model

In an earlier paper (Aknes & Giske 1993), we assumed that a retinal prey image can only be recognized if the number of photons entering the retina with \( F_1 \) and without \( F_2 \) the image is above a threshold value \( \Delta S_r \).

\[
\Delta F = |F_2 - F_1| \geq \Delta S_r \quad (1)
\]

It was shown that this is equivalent to the criterion that a prey can only be recognized if the product of retinal prey image contrast \( C_r \), retinal background irradiance \( E_{br} \), and area of the retinal prey image \( A_{pr} \) exceeds the threshold value:

\[
|C_r|A_{pr}E_{br} \geq \Delta S_r \quad (2)
\]

Table 1. Notation used in the development of the visual range model. Dimensionless quantities are indicated by d.l.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Explanation</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>( A_p )</td>
<td>area of the prey</td>
<td>m²</td>
</tr>
<tr>
<td>( A_{pr} )</td>
<td>area of the prey image at retina</td>
<td>m²</td>
</tr>
<tr>
<td>( C_0 )</td>
<td>inherent contrast of prey</td>
<td>d.l.</td>
</tr>
<tr>
<td>( C_r )</td>
<td>apparent contrast of prey at retina</td>
<td>d.l.</td>
</tr>
<tr>
<td>( C_t )</td>
<td>retinal contrast threshold</td>
<td>d.l.</td>
</tr>
<tr>
<td>( C_s )</td>
<td>apparent contrast of prey at the eye lens</td>
<td>d.l.</td>
</tr>
<tr>
<td>( c )</td>
<td>beam attenuation coefficient</td>
<td>m⁻¹</td>
</tr>
<tr>
<td>( \Delta F )</td>
<td>sensitivity threshold of eye for detection of changes in irradiance</td>
<td>µE s⁻¹</td>
</tr>
<tr>
<td>( \Delta S_e )</td>
<td>sensitivity threshold for the neural activity</td>
<td>µE m² s⁻³</td>
</tr>
<tr>
<td>( \Delta S_n )</td>
<td>sensitivity threshold for detection of changes in radiant flux on retina</td>
<td>µE s⁻¹</td>
</tr>
<tr>
<td>( E' = E_{max} / \Delta S_e )</td>
<td>parameter characterising visual capacity</td>
<td>d.l.</td>
</tr>
<tr>
<td>( E_{bx} )</td>
<td>environmental background irradiance of environmental</td>
<td>µE m² s⁻¹</td>
</tr>
<tr>
<td>( E_{br} )</td>
<td>background irradiance at retina</td>
<td>µE m² s⁻¹</td>
</tr>
<tr>
<td>( E_r )</td>
<td>apparent radiance of prey at retina</td>
<td>µE m² s⁻¹</td>
</tr>
<tr>
<td>( E_{pr} )</td>
<td>apparent radiance of prey on eye lens (at distance x)</td>
<td>µE m² s⁻¹</td>
</tr>
<tr>
<td>( E_{max} )</td>
<td>maximal retinal irradiance that can be processed</td>
<td>µE m² s⁻¹</td>
</tr>
<tr>
<td>( F_1 )</td>
<td>radiant flux on retina according to background radiance</td>
<td>µE s⁻¹</td>
</tr>
<tr>
<td>( F_2 )</td>
<td>radiant flux on retina according to background and prey radiance</td>
<td>µE s⁻¹</td>
</tr>
<tr>
<td>( f_1 )</td>
<td>focal length of eye lens</td>
<td>m</td>
</tr>
<tr>
<td>( K_1 )</td>
<td>composite saturation parameter reflecting adaptational processes and light/neural activity transformation</td>
<td>µE m² s⁻¹</td>
</tr>
<tr>
<td>( K_2 )</td>
<td>maximal neural activity</td>
<td>µE m² s⁻¹</td>
</tr>
<tr>
<td>( k_n )</td>
<td>saturation parameter reflecting the transformation of light energy to neural energy</td>
<td>µE m² s⁻¹</td>
</tr>
<tr>
<td>( k_n )</td>
<td>coefficient that converts radiant energy into neural activity</td>
<td>µE m² s⁻¹</td>
</tr>
<tr>
<td>( N )</td>
<td>visual activity</td>
<td></td>
</tr>
<tr>
<td>( r )</td>
<td>visual range</td>
<td>m</td>
</tr>
<tr>
<td>( x )</td>
<td>distance between prey and predator eye lens</td>
<td>m</td>
</tr>
</tbody>
</table>
The subscripts b and p denote the two radiant sources; the background and the prey respectively. The index r refers to the position at the retina (later on, x will refer to the position at the eye lens). By inclusion of eye lens and image transmission characteristics of water, AKSNES & GISKE (1993) arrived at the following non-linear model for the visual range (r):

$$r^2 \exp(c r) = E_0 |C_b| A_p \Delta S_e^{-1} \quad (3)$$

where $c$ is the beam attenuation coefficient, $C_b$ is the inherent contrast of the prey, $E_0$ is the background irradiance (as it appears on the eye lens), $A_p$ is the area of the prey and $\Delta S_e$ is a sensitivity threshold for the eye (a composite parameter including several eye-specific characteristics as explained in AKSNES & GISKE 1993). This model was primarily formulated for fish occupying the less illuminated part of the water column. Specifically, this visual range model has been applied in a foraging model of the mesopelagic fish Maurolicus muelleri (GISKE & AKSNES 1992; ROSLAND & GISKE 1994), typically experiencing irradiance levels in the range 0.006-0.2 μE m$^{-2}$ s$^{-1}$ (BALINO & AKSNES 1993).

Although not explicitly stated, Eq. (1) assumes that the photons entering the retina give rise to a perceptive neural response that is proportional to the intensity of the incoming light. While this may be an appropriate assumption for the low irradiance levels M. muelleri experiences, the neural response becomes weaker as light intensity increases (CORN SWEET 1970). Several processes are likely to contribute to a non-linear transformation of the radiant flux entering the eye. First, theories involving chemical processes, electrical properties of the receptor, and the effects of various kinds of neural feedback all lead to the prediction that the relationship between the intensity of illumination and the resulting neural activity have the general form (CORN SWEET 1970):

$$N = K_e E_b$$

where $N$ is some measure of neural activity, $E_b$ is the intensity of the incident light at the visual pigments and $K_e$ and $K_p$ are constants. Different kinds of signal processing, such as lateral inhibition, are important in the visual system (CORN SWEET 1970). We do not suggest an explicit representation of such phenomena, but just think of $N$ as a signal that has been modified by different kinds of processing.

In addition to the non-linear transformation of light into neural energy, adaptive processes (such as pigment migration) also contribute to non-linear transformation of the light entering the eye lens. Such adaptational processes reduce the fraction of the ambient light that actually enter the visual pigments. We will assume that the over-all effect of the signal processing and adaptive processes can be described by a relationship similar to that in Eq. (4). Analogous to the criterion (see Eq. 2) used in AKSNES & GISKE (1993), we then formulate:

$$N = k_p |C_p| A_p E_b = k_b |C_b| A_p \left[ E_{\text{max}} \frac{E_b}{K_e + E_{\text{max}}} \right] \geq \Delta S_e \quad (5a)$$

or

$$|C_p| A_p \left[ E_{\text{max}} \frac{E_b}{K_e + E_{\text{max}}} \right] \geq \Delta S_e = \Delta S_e / k_p \quad (5b)$$

Eq. 5b corresponds to Eq. 2, but now a saturation term accounting for non-linear transformation of the light energy is included. $k_p$ is a coefficient converting radiant energy units into neural energy units and $E_{\text{max}}$ represents a maximal retinal irradiance level that can be processed at high ambient irradiance levels (i.e. when $E_b \gg K_e$). Omitting several details (see Appendix) that are described in AKSNES & GISKE (1993), we transform this retinal prey detection criterion to a criterion valid for the irradiance at the eye lens:

$$x^2 \exp(-c x)|C_b| A_p E_{\text{max}} \frac{E_b}{K_e + E_b} \geq \Delta S_e \quad (6)$$

where $x$ is the distance between prey and eyecup, $c$ is the beam attenuation coefficient of the water between eye and prey, $C_b$ is the inherent contrast of the prey, $A_p$ is the size of the prey (measured as an area), and $\Delta S_e$ is a species specific sensitivity parameter including lens properties as well as the retinal sensitivity (see AKSNES & GISKE 1993). Now, the visual range ($r$) is defined by equating left and right hand side of Eq. 6 and setting $x = r$. Rearrangement then gives:

$$r^2 \exp(c r) = |C_b| A_p E' \frac{E_b}{K_e + E_b}$$

This model corresponds to the visual range model of AKSNES & GISKE (1993). Two new parameters ($E_{\text{max}}$ and $K_e$), however, have been introduced to account for non-linear transformations of light energy into the neural response. It is convenient to reduce the number of parameters by defining $E' = E_{\text{max}} / \Delta S_e$. Then Eq. 7 becomes:

$$r^2 \exp(c r) = |C_b| A_p E' \frac{E_b}{K_e + E_b}$$

Note that $E'$ is a dimensionless variable characterising the visual capacity of the organism in question.

If the two sensitivity parameters $K_e$ and $E'$ are known, this model predicts the visual range ($r$) for a given target ($C_p, A_p$) and given environmental conditions ($E_b, c$). Similarly, if measurements of $r$ are obtained from controlled experiments, estimates of $K_e$ and $E'$ can be obtained.

**Comparison of the model with measurements of reactive distance**

Reactive distance ($R$) is frequently used to characterise the visual ability of a predator relative to a prey. UTNE (1997) measured the reactive distance of Gobiusculus flavesrens relative to the copepods Acartia longiremis and Calanus finmarchicus at different irradiance and turbidity levels. To compare our model (Eq. 8) with the reactive distance measurements made by UTNE (1997), we assumed that the reactive distance is an indirect measure of the visual range so that $r > R$. The maximal $R$ is a likely estimator for the visual range. However, in order not to depend on a single measurement of $r$, we defined the ‘observed’ visual range ($r_o$) for one experimental set-up as $r_o = R + 2s$, where $R$ and $s$ are the mean and the standard deviation of the observed reactive distance distribution respectively. Hence, the ‘observed’ visual range is defined to be a value exceeding about 98% of the reactive distance observations (see Fig. 1). To compare the model with the observations, the number of parameters in our model had to be reduced. We lumped $A_p$.
(prey size), \(|C_0|\) (inherent contrast of prey) and \(E'\) into a combined parameter, \(T_1 = A|C_0|E'\). Because we consider prey size and inherent contrast of prey to be constant within each of the two copepod prey experiments, this lumping is appropriate. 

\[T_1 = A|C_0|E'\]

By substitution, Eq. 8 becomes:

\[r_o^2 \exp(cr_o) = T_1 \frac{E_b}{K_e + E_b}\] (9)

Measurements of \(r_o\) were carried out at known light intensities \((E_b)\) and at known beam attenuations \((c)\). Hence, estimates of \(T_1\) and \(K_e\) could be obtained by fitting Eq. (9) to the observations of \(r_o\). The ability of the model to explain the outcome of the different experiments was visualised by plotting the model predictions together with the measurements (Figs 2; 3).

Calculation of beam attenuation. Utne (1997) used diatomaceous earth (DE) to generate turbidity in her experiments. The light transmission of the DE-concentrations (JTU) used in the different experiments was measured by a spectrophotometer. We approximated the beam attenuation coefficient from these readings of transmission. The spectrophotometer had an acceptance half-angle of 1.79° which means that any light that is scattered within 1.79° of the main beam will be detected by the instrument and measured as unattenuated light. Accordingly, the measured transmission \((T)\) is not a function of beam attenuation alone \((c, \text{m}^{-1})\). Forward scattering \((b_f, \text{m}^{-1})\) contributes according to:

\[T = \exp[(b_f - c)l]\] (10)

where \(l\) is the thickness of the cuvette (0.1 m). From this expression, we see that increasing forward scattering gives rise to increased measured transmission. Zaneveld & al. (1979) gave a procedure for correcting observed attenuation for forward scattering. The total scattered light within an angle \(\alpha\) (i.e. 1.79°) from the main beam is given by:

\[b_i = 2\pi \int_0^\alpha \beta(\theta) \sin \theta d\theta\] (11)

where \(\beta(\theta)\) is the volume scattering function that is approximately constant in the near-forward region. Therefore, by integration:

\[b_i = 2\pi\beta(\theta)(1 - \cos \alpha)\] (12)

Combination of Eq. (10) and (12) gives:

\[c = 2\pi\beta(\theta)(1 - \cos \alpha) - \ln T/l\] (13)

Zaneveld & al. (1979) measured the near forward scattering function \((\beta(\theta))\) for different turbidity in the range 0-12 JTU. Their values (Table II in Zaneveld & al. 1979) gave the regression line:

\[\beta(\theta) = 50.93\text{JTU} + 39 \quad (r^2 = .98).\]

By use of this relationship and Eq. (13), we calculated beam attenuation on the basis of the measured transmissions given in Utne (1997).

Comparison of the model with measurements of contrast threshold

In the contrast threshold measurement experiments made for the goldfish by Hester (1968) the sighting distance, the beam attenuation and the inherent contrast can be considered constant, while the light intensity and object size were altered systematically. In terms of our model, the retinal contrast threshold \((C)\) can be defined as the minimal contrast necessary for detection. Hence, by use of Eq. (5b), we define the contrast threshold:

\[C_t = \frac{\Delta S}{F_{\text{max}}} \frac{(K_e + E_b)}{D^2 E_b}\] (14)

Hester (1968) used radiance \((F_b, \text{measured in } \mu\text{W cm}^{-2} \text{sr}^{-1}, \text{where sr means steradians})\) to express light intensity and minutes of arc (min) to express the diameter of the object \((D)\). By defining a composite parameter we obtain:

\[C_t = T_2 \frac{(K_e + E_b)}{D^2 F_b}\] (15)

where \(T_2 = k\Delta S / E_{\text{max}}\). Note that the coefficient \(k\) appears to account for the different units of our model and the measurements made by Hester (1968), and for the use of target dia-

Fig. 1. The standardised distribution of 480 reactive distance measurements in Gobiusculus flavescens with Calanus finmarchicus as prey item (Utne 1997) The individual reactive distance measurements were standardised according to \(z = (x - R) / s\) where \(x\) is the reactive distance, \(R\) is the mean reactive distance for one experimental set-up and \(s\) is the standard deviation. The visual range \((r_0)\) was defined as \(R + 2s\), which corresponds to a standardised reactive distance, \(z = 2\).
meter rather than retinal area in Eq. (15). Nevertheless, our model predicts that $T_2$ should be invariant to the alterations HESTER (1968) made in radiance level (spanning three orders of magnitude) and object size (spanning two orders of magnitude). Estimates of $T_2$ and $K_e$ were obtained by fitting Eq. (15) to the $C_t$ observations made by HESTER (1968). The ability of the model to explain the outcome of the different experiments was visualised by plotting the model predictions together with the contrast threshold measurements (Fig. 4).

Correspondingly, the $C_t$-measurements made for cod by ANTHONY (1981) may also be interpreted in terms of our model. ANTHONY (1981) used only one object size (or rather a combination of different object sizes characterised by a constant total area), and it is therefore appropriate to lump the object area and the sensitivity parameters so that $T_3 = k\Delta S_r / A_{pr}E_{\text{max}}$. Eq. (14) then yields (the coefficient $k$ accounts for differences in units):

$$C_t = \frac{T_3 K_e + F_b}{F_b}$$

(16)

Our model predicts that $T_3$ should be invariant to the alterations that ANTHONY (1981) made in radiance level (spanning six orders of magnitude). Estimates of $T_3$ and $K_e$ were obtained by fitting Eq. (16) to the $C_t$ observations made by ANTHONY (1981). The ability of the model to explain the outcome of the different experiments was visualised by plotting the model predictions together with the contrast threshold measurements (Fig. 5).

RESULTS

Comparison with reactive distance measurements in Gobiusculus flavescens

$K_e$-values of 4 and 5 $\mu$E m$^{-2}$ s$^{-1}$ were obtained for the A. longiremis and C. finmarchicus experiments respectively. This indicates that the light saturation of the visual response was independent of the two different objects (see Fig. 2). The $T_1$-values were different for the two prey species, $7.5 \times 10^{-2}$ (s.d.=4.0 $\times 10^{-2}$) and $11.6 \times 10^{-2}$ (s.d.=3.2 $\times 10^{-2}$) for C. finmarchicus and A. longiremis respectively. According to the model, $T_1$ is the product of the inherent contrast, the area of the prey and the sensitivity parameter ($T_1 = A_p|C_j|E'$). Hence, it is to be expected that differences in body size and inherent contrasts of the two prey items give different $T_1$-values.

Visual range versus light intensity. As can been seen from Fig. 2 the visual range versus irradiance level are well reflected by the model when both C. finmarchicus and A. longiremis were objects. A rapid initial increase in visual range is followed by a practically constant visual range for further increase in light intensity. As expected, the model without saturation (Eq. 3) corresponds with the measurements of visual range at low light intensities, but becomes increasingly biased as the light intensity increases. The retarding increase in visual range with increasing light intensity in this simpler model is caused by the non-linear decrease in retinal image size and apparent contrast with increasing sighting distance. The relationship between visual range and light intensity in the revised model includes a combination of these two effects together with the saturation effect formulated in Eq. 5.

Visual range versus turbidity. At the irradiance level 12 $\mu$E m$^{-2}$ s$^{-1}$, the model reflects the observations of visual range versus turbidity well (Fig. 3a). It should be noted that this comparison was made with the same parameter values (i.e. $T_1 = 7.5 \times 10^{-2}$ and $K_e = 5 \times 10^{-2}$ for both prey), while broken line represent the model of AKSNES and GISKE (1993) without saturation (Eq. 3).
Fig. 3. Observed (± 1 std. dev.) and modelled visual range in *Gobiusculus flavescens* as a function of beam attenuation with *C. finmarchicus* as prey (A,C: at light intensity 12 µE m⁻² s⁻¹, B,D: at light intensity 120 µE m⁻² s⁻¹). Solid line represents the model with saturation (Eq. 8), while broken line represents the model of Aksnes & Giske (1993) without saturation (Eq. 3). In A and B we have used the same parameter set as in Fig. 2 (\( T_1 = 7.5 \times 10^{-2}, K_e = 5 \mu E m^{-2} s^{-1} \)), while C and D show the effect of increasing the inherent prey contrast with 50% (see text for discussion). The different symbols in A and C represents results from two independent experiments.

due to the addition of diatomaceous earth. In Fig. 3c and 3d we have simulated the possible effect of diatomaceous earth mediated increase in inherent contrast (50% increase) and this resulted in better correspondence with the observations.

**Comparison with contrast threshold measurements in Carassius auratus (Hester 1968)**

Hester’s (1968) measurements of contrast threshold were made at four light intensities spanning three orders of magnitude and with five target areas spanning two orders of magnitude (fig. 7 in Hester 1968). By use of Eq. 15, we estimated \( T_2 = 5.8 \times 10^{-2} \) and \( K_e = 2.0 \mu W cm^{-2} sr^{-1} \). The ability of the model to describe the contrast threshold as a function of radiance and target size are demonstrated in Fig. 4. The effect target size makes upon the contrast threshold is well reflected. The relationship between threshold contrast and irradiance level, however, seems somewhat biased since the model consistently underestimates the contrast threshold at the second radiance level. This indicates that a single set of sensitivity parameters may be unrealistic (see next section).

**Comparison with contrast threshold measurements in Gadus morhua (Anthony 1981)**

The contrast thresholds measured by Anthony (1981) were obtained over an even larger span in light intensities than those made by Hester (1968). The background radiance in the experiments ranged from 10⁻⁷ to 10⁻¹ W m⁻² sr⁻¹. The measurements of \( C_t \) given in Anthony (1981, Fig. 5) gave an average \( T_2 = 3.19 \times 10^{-2} \) and \( K_e = 2.9 \times 10^{-6} W m^{-2} sr^{-1} \). As demonstrated in Fig. 5, use of a single parameter set seems inconsistent with the observations. Anthony (1981) noted that the contrast threshold curve showed a discontinuity at a light level of approximately 8 × 10⁻⁴ W m⁻² sr⁻¹. This was thought to be linked to the change from photopic (cone based) to scotopic (rod based) vision. Hence, a single set of sensitivity parameters may be unrealistic for light intensities spanning several orders of magnitude. This is demonstrated in Fig. 5 where we included an additional parameter set reflecting improved vision at low light intensities (broken line).
DISCUSSION

As pointed out by Wolken (1995) our understanding of how organisms utilise light energy and convert it to chemical, mechanical, and electrical energy is far from complete. The understanding of these processes remains one of the great challenges in biological research. The mechanisms included in models of visual range and reactive distance relative to prey items (Duntley 1963, Eggers 1977, Vinyard & O’Brien 1976, Wright & O’Brien 1984, Mason & Patrick 1993, Aksnes & Giske 1993) are fragmentary compared to the complexity characterising vision and the optical aquatic environment. Rather than aiming for models covering every aspect of vision and aquatic image transfer, efforts have been directed towards simple representation of some main variables important in the ecological situation, i.e. the prey size, contrast, turbidity and light intensity. The visual pigments and the neural system operate in terms of energy transfer and transformations. Accordingly, it seems appropriate to formulate a perceptual criterion in terms of energetic currency of the signal throughout the visual system. This deviates from other approaches where the recognition criterion is based on the dimensionless contrast threshold.

Duntley (1962, 1963) showed that, for horizontal paths of sight, the underwater sighting range of a target is determined by the exponential degradation of the inherent target contrast along the path of sight,

\[ C_x = C_0 \exp(-cx) \]  

(17)

where \( C_0 \) and \( C_x \) are the inherent and apparent (at distance \( x \)) contrast of the target respectively, and \( c \) is the beam attenuation constant. With a detailed elaboration of the radiant field distribution, Duntley (1960) provided charts for predicting underwater sighting ranges for objects of different size, transmissions characteristics and depth. It is predicted that not even the most visible object will be seen at distances greater than about 70 m. The recognition criterion was based on data on human visual contrast thresholds provided by Taylor (1961).

The focus on the relative difference between the light intensity of the target and the background (as expressed in the contrast definition: \( C_x = (E_{p} - E_{b}) / E_{b} \)), rather than on the absolute intensities of the object and the background, is reasonable because it has been known for a long time that human vision to a large extent is directed
against the perception of the relative difference in intensities. This is expressed in Weber’s law stating that the detection threshold difference between the light intensity of a target and the background is directly proportional to the intensity (Cornsweet 1970). A consequence of this principle is that the absolute difference between the target and background intensities has to be larger at higher than at lower light intensities in order for a target to be recognized (i.e. be distinguished from the background). On the basis of Weber’s law, the idea that target recognition is facilitated if the apparent contrast exceeds a specific contrast threshold is appealing. This is in fact how visual range can be calculated for large targets at high (i.e. saturating) light intensities. Under these circumstances the contrast threshold is practically constant. By knowing the contrast threshold \( C \), and ignoring the complicating effect of the angular distribution of light, the visual range is given by \( C_i = C_0 \exp(-rc) \) or:

\[
r = \ln\left(\frac{C_0}{C_i}\right) \quad \text{(18)}
\]

Basically, Eq. (18) gives the principle of how secchi-disk readings are related to light extinction properties (actually, in this particular application the beam attenuation should be replaced by the sum of the diffuse and the beam attenuation coefficients) although several complications arise by accurate inclusion of the angular distribution of light (Preisendorfer 1986). According to our model, the contrast threshold is given by:

\[
C_i = \frac{K_r}{A_p E_{r_{\text{min}}}} = \frac{K_r}{A_p E_{r_{\text{min}}} E^e} + \frac{E_b}{A_p E_{r_{\text{min}}} E^e} \quad \text{(19)}
\]

It can be seen that when the background irradiance \( E_b \) increases, the contrast threshold approaches a constant value \( 1/E' A_p \). Hence, at this point our model is consistent with what is known about contrast thresholds at high light intensities. As shown by Eq. (19), however, our model predicts that the contrast threshold is a variable influenced by the target size as well as the light intensity. The fact that visual range (i.e. reactive distance) of fish increases with increased ambient light intensity is now well documented (O’Brien 1987, Douglas & Hawryshyn 1990). As pointed out by Douglas & Hawryshyn (1990) the light dependent increase in reactive distance is inconsistent with Weber’s law. For fish with duplex retinas, plots of threshold contrast (i.e. the Weber fraction) as function of light intensity yield curves that are divisible into two different portions (Nicol 1989). This feature was also discussed by Hester (1968) and Anthony (1981). This is believed to reflect the changeover from predominantly rod to predominantly cone vision being characterised by different sensitivities. In theory, such changes should also be detected in observations of visual range versus light intensity, but have to our knowledge not been experimentally demonstrated. By introducing two set of sensitivity parameters \( (E’ \text{ and } K_r) \), one for the rod-based and one for the cone-based vision (see Fig. 5) this phenomenon is readily implemented into our model. On the basis of the comparisons with the experiments of Utne (1997), Hester (1968) and Anthony (1981), however, we believe that one parameter set will provide realistic predictions for visual range over relatively large span of light intensities.

Based on the theory of Duntley (1962, 1963) and the experiments of Hester (1968), Eggers (1977) formulated a general model for the visual range in fish. He identified three cases for which different criteria for prey recognition should be applied. Case I applies to small prey objects, prey objects of high inherent contrast, and to situations of high levels of ambient illumination or low turbidity:

\[
r = \left(\frac{f A_p}{A_{r_{\text{min}}}}\right)^{1/2} \quad \text{(20)}
\]

where \( f \) is the focal length of the eye, \( A_p \) is the prey size (area) and \( A_{r_{\text{min}}} \) is the minimum retinal image area that can be detected. In Case II that applies to large prey objects or situations of high turbidity or low levels of ambient illumination Eggers applied Eq. (18), but where \( C_i \) was a variable as given by the measurements for the Goldfish by Hester (1968). For situations other than the two above, Eggers (1977) expressed Case III:

\[
C_0 \exp(-rc) = \frac{\delta_i}{\left(f A_p r^{-2}\right)^{\delta_2}} \quad \text{(21)}
\]

where \( \delta_i \) and \( \delta_2 \) are constants determined from the experiments of Hester (1968): \( C = \delta_i / A_{pr} \delta_2 \) where \( A_{pr} \) is the size of the retinal image.

Our model (Eq. 8) has much in common with the model of Eggers (1977). Rather than three different criteria, however, we use one criterion for prey recognition. The generality of Eggers (1977) approach suffers from the fact that the three cases are loosely defined and that the two coefficients \( \delta_i \) and \( \delta_2 \) are not easily interpreted physically or biologically. Under certain circumstances, the use of a single criterion for recognition, as in our model, may be flawed. Case-dependent criteria similar to those of Eggers (1977) may be more realistic under extreme circumstances. Specifically, consider the situation where the product \( C |A_r E_{r_{\text{min}}} \) is just above the photon flux difference necessary for recognition (i.e. no saturation), and the retinal image size is just above the minimal size necessary for stimulation of
the visual pigments. If we now consider an enlargement of the image area and a simultaneous decrease in light intensity so that the above product remains the same, the model will indicate recognition while the irradiance has fell below the intensity necessary for activating the visual pigment. Hence, in this extreme case it would have been appropriate to carry out individual tests for the retinal resolution and absolute irradiance thresholds.

Much experimental knowledge about how reactive distance in fish is related to environmental variables have been provided by W.J. O’Brien and colleagues. Their research provided the Apparent Size Model (ASM) as an alternative to the widely used Optimal Foraging Theory (OFT) (O’Brien & al. 1976, Walton & al. 1992). Vinyard & O’Brien (1976) formulated the following model for the reaction distance (RD, cm) of Bluegill (Lepomis macrochirus):

$$RD = PS \left(\left(\frac{(Slope - MS)}{(1 - (Turbidity/30))}\right) + MS\right)$$

(22)

$$Slope = 5.89 - 0.29 \text{ Light} + 19.2 \log_{10}\text{Light}$$

where PS is prey size (mm), Turbidity is given as JTU, Light is the ambient given in lux and MS is a constant. Although this is a model of the reactive distance, rather than of the visual range, all variables accounted for are related to visibility (i.e. it is implicitly assumed that vision is the main variable affecting reactive distance). Similar empirical models have also been specified for the White Crappie (Wright & O’Brien 1984) and for the alewife (Mason & Patrick 1993). Our model behave in many respect similarly to their models: A non-linear response to initial increases in light, linear response to increase in prey size (measured as length rather than area) and a decreasing effect of turbidity as turbidity increases. The effect of visual contrast is not explicitly represented in these models, but enters one or more of the coefficients that have to be experimentally determined.

Visual range, feeding and mortality in pelagic ecology

The present work was primarily motivated from the need for quantitative representation of visual feeding in spatial explicit models of plankton and fish. Traditionally, other aspects of fish feeding, than vision and the optical environment, have received much more attention in the ecological literature. At the encounter level of the predation cycle, swimming speed (Gerritsen & Strickler 1977) and turbulence (Rothschild & Osborn 1988, MacKenzie & al. 1994) are both important elements of the predation process. Analyses also point to the reactive distance as a most, if not the most, influential parameter of the encounter process. In a sensitivity analysis relating feeding in fish larvae to turbulence, pursuit time and reactive distance, MacKenzie & al. (1994) demonstrated a huge impact of alterations in the reactive distance on the encounter probability. In this context the findings of Walton & al. (1992) that the visual volume increased by nearly three orders of magnitude in sunfish between 8 and 50 mm is quite significant for the possibility of accurately determination of potential encounter rates. The environmental impact on visibility makes it very erroneous to assume that the visual range of a predator is fixed over time and depth. Maximal vision based feeding rate ($f$) for a cruising predator can be expressed (Aksnes & Giske 1993):

$$f = \frac{h^{-1}N}{\left[h\pi(r\sin\theta)^{2}v\right]^{1/2} + N}$$

(23)

where $h$ is the time needed for handling of a prey item, $N$ is the prey abundance, $v$ is the cruising speed of the predator (turbulence and prey motility, however, will also enter this parameter), $\theta$ is the reaction field half angle and $r$ is the visual range given by Eq. 8 (or Eq. 3 if the model without saturation is considered). Although other aspects of the predation cycle such as pursuit, attack, retention and stochasticity should not be underestimated, we will restrict ourselves to a discussion of factors affecting the maximal vision based feeding rate.

The light level at depth $z$ can be expressed:

$$E_{z} = E_{0} \exp(-Kz)$$

(24)

where $E_{z}$ is the irradiance just below the surface, and $K$ is the diffuse attenuation coefficient. By equating the background irradiance ($E_{b}$) in Eq. 8 with $E_{z}$ visual range and maximal feeding rate can be represented as a function of depth (and surface irradiance). Such representation is primarily recommended for large depths where the radiance field is fairly uniform. Aksnes & Giske (1993) concluded that the vision based feeding rate of Maurolicus muelleri at 125 m depth could span several order of magnitude as a result of characteristic variations in the light regime (daytime $E_{d}$ and $K$), while characteristic variability in prey abundance had much lesser influence on the feeding rate.

The strong impact light conditions have on feeding, growth, habitat choice, and fitness of fish and zooplankton is demonstrated in the optimisation models of Clark & Levy (1988), Rosland & Giske (1994, 1997) and Fiksen & Giske (1995). The realism of such models, and spatial explicit fish population model in general (Brandt & Kirsch 1993, Tyler & Rose 1994,
Fiksen & al. 1995), however, strongly depend on the parameterisation of the visual ability. On the basis of fitness maximisation one should expect that spatial gradients in predation risk often make stronger impact on habitat choice and animal distribution than gradients in feeding opportunities (Aksnes & Giske 1990, Giske & al. 1994). Hence, in an ecological context, modelling of visual range serve two purposes: Representation of vision based feeding and vision based predation risk, both central elements of unified foraging theory (Mangel & Clark 1986) as well as of the aquatic environment itself.
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APPENDIX

DERIVATION OF EQ. (6)
We assume that the retinal contrast ($C_r$) is proportional (or equal) to the apparent contrast ($C_s$) at the eye lens:

$$C_r = kC_s \quad (A1)$$

The apparent contrast at the eye lens is related to the inherent contrast (Duntley, 1962):

$$C_s = C_x\exp(-cx) \quad (A2)$$

where $c$ is the beam attenuation coefficient, and $C_x$ is the inherent contrast of the prey. The image area ($A_p$) of the prey on retina is related to the real area ($A_r$) of the prey by:

$$A_p = \frac{A_r f^2}{x^2} \quad (A3)$$

where $x$ is the distance between eye lens and prey, and $f$ is focal length of the lens. In order to omit detailed parameterization of eye optics, we define:

$$\Delta S_e = \frac{\Delta S_p}{kf^2} \quad (A4)$$

Thus, three parameters concerning the eye are lumped into a single eye-specific sensitivity parameter ($\Delta S_e$) which has the unit of irradiance (at the eye). By use of Eqs. (A1-A4), Eq. 5b becomes:

$$x^{-2}\exp(-cx)[C_0 A_p E_{\text{max}} \frac{E_b}{K_e} + E_b] \geq \Delta S_e \quad (A5)$$

which is identical to Eq. 6.
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